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#### Abstract

We consider a parametric nonlinear nonhomogeneous elliptic equation, driven by the sum of two differential operators having different structure. The associated energy functional has unbalanced growth and we do not impose any global growth conditions to the reaction term, whose behavior is prescribed only near the origin. Using truncation and comparison techniques and Morse theory, we show that the problem has multiple solutions in the case of high perturbations. We also show that if a symmetry condition is imposed to the reaction term, then we can generate a sequence of distinct nodal solutions with smaller and smaller energies.
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## 1. Introduction

This paper was motivated by several recent contributions to the qualitative analysis of nonlinear problems with unbalanced growth. We first refer to the pioneering contributions of Marcellini [23,24] who studied lower semicontinuity and regularity properties of minimizers of certain quasiconvex integrals. Problems of this type arise in nonlinear elasticity and are connected with the deformation of an elastic body, cf. Ball $[5,6]$.

In order to recall the roots of double-phase problems, let us assume that $\Omega$ is a bounded domain in $\mathbb{R}^{N}(N \geqslant 2)$ with smooth boundary. If $u: \Omega \rightarrow \mathbb{R}^{N}$ is the displacement and if $D u$ is the $N \times N$ matrix of the deformation gradient, then the total energy can be represented by an integral of the type

$$
\begin{equation*}
I(u)=\int_{\Omega} F(x, D u(x)) \mathrm{d} x, \tag{1}
\end{equation*}
$$

where the energy function $F=F(x, \xi): \Omega \times \mathbb{R}^{N \times N} \rightarrow \mathbb{R}$ is quasiconvex with respect to $\xi$. One of the simplest examples considered by Ball is given by functions $F$ of the type

$$
F(\xi)=g(\xi)+h(\operatorname{det} \xi),
$$

where $\operatorname{det} \xi$ is the determinant of the $N \times N$ matrix $\xi$, and $g, h$ are nonnegative convex functions, which satisfy the growth conditions

$$
g(\xi) \geqslant c_{1}|\xi|^{p} ; \quad \lim _{t \rightarrow+\infty} h(t)=+\infty,
$$

where $c_{1}$ is a positive constant and $1<p<N$. The condition $p \leqslant N$ is necessary to study the existence of equilibrium solutions with cavities, that is, minima of the integral (1) that are discontinuous at one point where a cavity forms; in fact, every $u$ with finite energy belongs to the Sobolev space $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and thus it is a continuous function if $p>N$.

In accordance with these problems arising in nonlinear elasticity, Marcellini [23,24] considered continuous functions $F=F(x, u)$ with unbalanced growth that satisfy

$$
c_{1}|u|^{p} \leqslant|F(x, u)| \leqslant c_{2}\left(1+|u|^{q}\right) \quad \text { for all }(x, u) \in \Omega \times \mathbb{R},
$$

where $c_{1}, c_{2}$ are positive constants and $1<p<q$. Regularity and existence of solutions of elliptic equations with $p, q$-growth conditions were studied in [24].

The study of nonautonomous functionals characterized by the fact that the energy density changes its ellipticity and growth properties according to the point has been continued in a series of remarkable papers by Mingione et al. [7-9,11,12]. These contributions are in relationship with the works of Zhikov [35], in order to describe the behavior of phenomena arising in nonlinear elasticity. In fact, Zhikov intended to provide models for strongly anisotropic materials in the context of homogenization. We also point out that these functionals revealed to be important in the study of duality theory and in the context of the Lavrentiev phenomenon [36]. One of the problems considered by Zhikov was the double-phase functional

$$
\mathcal{P}_{p, q}(u):=\int_{\Omega}\left(|D u|^{p}+a(x) \mid D u^{q}\right) \mathrm{d} x, \quad 0 \leqslant a(x) \leqslant L, \quad 1<p<q .
$$

where the modulating coefficient $a(x)$ dictates the geometry of the composite made by two differential materials, with hardening exponents $p$ and $q$, respectively.

Motivated by these results, we study in this paper a paper with ( $p, 2$ )-growth. More precisely, we consider the following nonlinear, nonhomogeneous parametric Dirichlet problem

$$
-\Delta_{p} u(z)-\Delta u(z)=\lambda f(z, u(z)) \quad \text { in } \Omega,\left.u\right|_{\partial \Omega}=0,2<p<\infty, \lambda>0,
$$

where $\Omega \subseteq \mathbb{R}^{N}$ is a bounded domain with smooth $C^{2}$-boundary $\partial \Omega$.
For $q \in(1, \infty)$, we denote by $\Delta_{q}$ the $q$-Laplace differential operator defined by

$$
\Delta_{q} u=\operatorname{div}\left(|D u|^{q-2} D u\right) \quad \text { for all } u \in W_{0}^{1, q}(\Omega)
$$

If $q=2$, then $\Delta_{2}=\Delta$ is the usual Laplacian.
So, in problem $\left(P_{\lambda}\right)$ the differential operator (the left-hand side of the equation), is not homogeneous. The reaction term $f(z, x)$ is a Carathéodory function (that is, for all $x \in \mathbb{R}$ the mapping $z \mapsto f(z, x)$ is measurable and for almost all $z \in \Omega, x \mapsto f(z, x)$ is continuous). Here the interesting feature of our work is that no global growth conditions are imposed on $f(z, \cdot)$. Instead, all our hypotheses on $f(z, \cdot)$ concern its behavior near zero. Our goal is to show that under these minimal conditions on the reaction term, we can obtain multiplicity results for problem $\left(P_{\lambda}\right)$ when the parameter $\lambda>0$ is big enough. Moreover, we provide sign information for all solutions we produce. Using variational methods combined with truncation and comparison techniques and Morse theory, we prove two multiplicity theorems, producing, respectively, three and four nontrivial smooth solutions, all with sign information. When a symmetry condition is imposed on $f(z, \cdot)$ (namely, that $f(z, \cdot)$ is odd) we show that we can have an entire sequence of smooth nodal (that is, sign-changing) solutions converging to zero in $C_{0}^{1}(\bar{\Omega})$.

Recently, multiplicity theorems with sign information for the solutions of ( $p, 2$ )-equations (that is, equations driven by the sum of a $p$-Laplacian and a Laplacian), have been proved by Aizicovici, Papageorgiou and Staicu [2], Papageorgiou and Rădulescu [26,27], Papageorgiou, Rădulescu and Repovš [29], Papageorgiou and Smyrlis [30], Sun [32] and Sun, Zhang and Su [33]. In all these works, it is assumed that the reaction term has subcritical polynomial growth. We mention that $(p, 2)$-equations arise in problem of mathematical physics, see Cherfils and Ilyasov [10] (reaction diffusion equations), Derrick [14] (elementary particles), and Wilhelmsson [34] (plasma physics).

## 2. Mathematical background

Let $X$ be a Banach space and let $X^{*}$ be its topological dual. We denote by $\langle\cdot, \cdot\rangle$ the duality brackets for the pair $\left(X, X^{*}\right)$. Given $\varphi \in C^{1}(X, \mathbb{R})$, we say that $\varphi$ satisfies the "Palais-Smale condition" (the "PS-condition" for short), if the following property holds:
"Every sequence $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq X$ such that $\left\{\varphi\left(u_{n}\right)\right\}_{n \geqslant 1} \subseteq \mathbb{R}$ is bounded and

$$
\varphi^{\prime}\left(u_{n}\right) \rightarrow 0 \quad \text { in } X^{*} \text { as } n \rightarrow \infty,
$$

admits a strongly convergent subsequence".
This is a compactness-type condition on the functional $\varphi$ and leads to a deformation theorem from which one can derive the minimax theory of the critical values of $\varphi$. One of the main results in this theory is the "mountain pass theorem" of Ambrosetti and Rabinowitz [3].
Theorem 1. Let $X$ be a Banach space. Assume that $\varphi \in C^{1}(X, \mathbb{R})$ satisfies the $P S$-condition, $u_{0}, u_{1} \in$ $X,\left\|u_{1}-u_{0}\right\|>r$,

$$
\max \left\{\varphi\left(u_{0}\right), \varphi\left(u_{1}\right)\right\}<\inf \left\{\varphi(u):\left\|u-u_{0}\right\|=\rho\right\}=m_{\rho} .
$$

Set $c=\inf _{\gamma \in \Gamma 0 \leqslant \mathrm{t} \leqslant 1} \varphi(\gamma(t))$, where $\Gamma=\left\{\gamma \in C([0,1], X): \gamma(0)=u_{0}, \gamma(1)=u_{1}\right\}$. Then $c \geqslant m_{\rho}$ and $c$ is a critical value of $\varphi$ (that is, there exists $\hat{u} \in X$ such that $\varphi^{\prime}(\hat{u})=0, \varphi(\hat{u})=c$ ).

In the analysis of problem $\left(P_{\lambda}\right)$ we will use the Sobolev space $W_{0}^{1, p}(\Omega)$ and the ordered Banach space

$$
C_{0}^{1}(\bar{\Omega})=\left\{u \in C^{1}(\bar{\Omega}):\left.u\right|_{\partial \Omega}=0\right\} .
$$

By $\|\cdot\|$ we denote the norm of $W_{0}^{1, p}(\Omega)$. Using the Poincaré inequality we can say that

$$
\|u\|=\|D u\|_{p} \quad \text { for all } u \in W_{0}^{1, p}(\Omega)
$$

The positive (order) cone of $C_{0}^{1}(\bar{\Omega})$ is

$$
C_{+}=\left\{u \in C_{0}^{1}(\bar{\Omega}): u(z) \geqslant 0 \quad \text { for all } z \in \bar{\Omega}\right\} .
$$

This cone has a nonempty interior given by

$$
D_{+}=\left\{u \in C_{+}: u(z)>0 \quad \text { for all } z \in \Omega,\left.\frac{\partial u}{\partial n}\right|_{\partial \Omega}<0\right\}
$$

where $n(\cdot)$ denotes the outward unit normal on $\partial \Omega$.
Suppose that $\hat{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function satisfying

$$
|\hat{f}(z, x)| \leqslant a(z)\left(1+|x|^{r-1}\right) \text { for almost all } z \in \Omega \text { and all } x \in \mathbb{R}
$$

with $a \in L^{\infty}(\Omega)_{+}, 1<r \leqslant p^{*}$, where $p^{*}=\left\{\begin{array}{ll}\frac{N p}{N-p} & \text { if } p<N \\ +\infty & \text { if } N \leqslant p\end{array}\right.$ (the Sobolev critical exponent). We set $\hat{F}(z, x)=\int_{0}^{x} \hat{f}(z, s) \mathrm{d} s$ and consider the $C^{1}$-functional $\hat{\varphi}: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\hat{\varphi}(u)=\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\int_{\Omega} \hat{F}(z, u(z)) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega) .
$$

The next result is essentially an outgrowth of the nonlinear regularity theory (see Lieberman [22]) and can be found in Gasinski and Papageorgiou [18] (the subcritical case) and Papageorgiou and Rădulescu [28] (the critical case).

Proposition 2. Let $\hat{u} \in W_{0}^{1, p}(\Omega)$ be a local $C_{0}^{1}(\bar{\Omega})$-minimizer of $\hat{\varphi}$, that is, there exists $\rho_{0}>0$ such that

$$
\hat{\varphi}(\hat{u}) \leqslant \hat{\varphi}(\hat{u}+h) \quad \text { for all } h \in C_{0}^{1}(\bar{\Omega}) \text { with }\|h\|_{C_{0}^{1}(\bar{\Omega})} \leqslant \rho_{0} .
$$

Then $\hat{u} \in C_{0}^{1, \alpha}(\bar{\Omega})$ for some $\alpha \in(0,1)$ and $\hat{u}$ is also a local $W_{0}^{1, p}(\Omega)$-minimizer of $\hat{\varphi}$, that is, there exists $\rho_{1}>0$ such that

$$
\hat{\varphi}(\hat{u}) \leqslant \hat{\varphi}(\hat{u}+h) \text { for all } h \in W_{0}^{1, p}(\Omega) \text { with }\|h\| \leqslant \rho_{1} .
$$

As we have already mentioned in the introduction, some of our tools in the analysis of problem $\left(P_{\lambda}\right)$, are the comparison results for such equations. One such result can be found in Filippakis, O'Regan and Papageorgiou [15] and is an extension of a result for $p$-Laplacian equations due to Arcoya and Ruiz [4, Proposition 2.6]. First, let us introduce some notations. Given $h_{1}, h_{2} \in L^{\infty}(\Omega)$, we say that $h_{1} \prec h_{2}$ if and only if for every compact $K \subseteq \Omega$, we can find $\epsilon=\epsilon(K)>0$ such that

$$
h_{1}(z)+\epsilon \leqslant h_{2}(z) \text { for almost all } z \in K \text {. }
$$

Note that if $h_{1}, h_{2} \in C(\Omega)$ and $h_{1}(z)<h_{2}(z)$ for all $z \in \Omega$, then $h_{1} \prec h_{2}$.
Proposition 3. If $\hat{\xi} \geqslant 0, h_{1}, h_{2} \in L^{\infty}(\Omega)$ with $h_{1} \prec h_{2}$ and $u \in C_{0}^{1}(\bar{\Omega}), v \in D_{+}$satisfy

$$
\begin{aligned}
-\Delta_{p} u-\Delta u+\hat{\xi}|u|^{p-2} u & =h_{1} \text { in } \Omega, \\
-\Delta_{p} v-\Delta v+\hat{\xi} v^{p-1} & =h_{2} \text { in } \Omega,
\end{aligned}
$$

then $v-u \in D_{+}$.
To produce a sequence of distinct smooth nodal solution, we will use an abstract result of Kajikiya [21], which is an extension of the symmetric mountain pass theorem.

Theorem 4. Let $X$ be a Banach space. Assume that $\varphi \in C^{1}(X, \mathbb{R})$ satisfies the PS-condition, is even, bounded below, $\varphi(0)=0$, and for every $n \in \mathbb{N}$ there exist an $n$-dimensional subspace $V_{n}$ of $X$ and $\rho_{n}>0$ such that

$$
\sup \left\{\varphi(u): u \in V_{n},\|u\|=\rho_{n}\right\}<0
$$

Then there exists a sequence $\left\{u_{n}\right\}_{n \geqslant 1}$ of critical points of $\varphi$ (that is, $\varphi^{\prime}\left(u_{n}\right)=0$ for all $n \in \mathbb{N}$ ) such that $u_{n} \rightarrow 0$ in $X$.

For $q \in(1, \infty)$, let $A_{q}: W_{0}^{1, q}(\Omega) \rightarrow W^{-1, q^{\prime}}(\Omega)^{*}=W_{0}^{1, q}(\Omega)^{*}\left(\right.$ with $\left.\frac{1}{q}+\frac{1}{q^{\prime}}=1\right)$ be the nonlinear map defined by

$$
\left\langle A_{q}(u), h\right\rangle=\int_{\Omega}|D u|^{q-2}(D u, D h)_{\mathbb{R}^{N}} \mathrm{~d} z \quad \text { for all } u, h \in W_{0}^{1, q}(\Omega) .
$$

When $q=2$, we set $A_{2}=A$ and we have $A \in \mathcal{L}\left(H_{0}^{1}(\Omega), H^{-1}(\Omega)\right)$. For the general map $A_{q}$ we have the following result summarizing its properties (see Gasinski and Papageorgiou [17, p. 746]).
Proposition 5. The map $A_{q}: W_{0}^{1, q}(\Omega) \rightarrow W^{-1, q^{\prime}}(\Omega)$ is strictly monotone, continuous (hence maximal monotone, too) and of type $(S)_{+}$, that is, if $u_{n} \xrightarrow{w} u$ in $W_{0}^{1, q}(\Omega)$ and $\limsup _{n \rightarrow \infty}\left\langle A_{q}\left(u_{n}\right), u_{n}-u\right\rangle \leqslant 0$, then $u_{n} \rightarrow u$ in $W_{0}^{1, q}(\Omega)$.

Another tool that we use in the analysis of problem $\left(P_{\lambda}\right)$ is the Morse theory (critical groups). So, let $X$ be a Banach space and $\left(Y_{1}, Y_{2}\right)$ a topological pair such that $Y_{2} \subseteq Y_{1} \subseteq X$. For every $k \in \mathbb{N}_{0}$, we denote by $H_{k}\left(Y_{1}, Y_{2}\right)$ the $k$ th singular homology group with integer coefficients for the pair $\left(Y_{1}, Y_{2}\right)$. Recall that
for $k \in-\mathbb{N}$ we have $H_{k}\left(Y_{1}, Y_{2}\right)=0$. Suppose that $\varphi \in C^{1}(X, \mathbb{R})$ and $c \in \mathbb{R}$. We introduce the following sets:

$$
\begin{aligned}
K_{\varphi} & =\left\{u \in X: \varphi^{\prime}(u)=0\right\}, \\
K_{\varphi}^{c} & =\left\{u \in K_{\varphi}: \varphi(u)=c\right\}, \\
\varphi^{c} & =\{u \in X: \varphi(u) \leqslant c\} .
\end{aligned}
$$

Let $u \in K_{\varphi}^{c}$ be isolated. The critical groups of $\varphi$ at $u$ are defined by

$$
C_{k}(\varphi, u)=H_{k}\left(\varphi^{c} \cap U, \varphi^{c} \cap U \backslash\{u\}\right) \quad \text { for all } k \in \mathbb{N}_{0}
$$

where $U$ is a neighborhood of $u$ such that $K_{\varphi} \cap \varphi^{c} \cap U=\{u\}$. The excision property of singular homology implies that the above definition is independent of the choice of the neighborhood of $U$.

Assume that $\varphi \in C^{1}(X, \mathbb{R})$ satisfies the $\operatorname{PS}$-condition and $\inf \varphi\left(K_{\varphi}\right)>-\infty$. Let $c<\inf \varphi\left(K_{\varphi}\right)$. The critical groups of $\varphi$ at infinity are defined by

$$
C_{k}(\varphi, \infty)=H_{k}\left(X, \varphi^{c}\right) \quad \text { for all } k \in \mathbb{N}_{0} .
$$

The definition is independent of the choice of the level $c<\inf \varphi\left(K_{\varphi}\right)$. Indeed, let $c^{\prime}<\inf \varphi\left(K_{\varphi}\right)$ be another such level. We assume that $c^{\prime}<c$. Then we know that $\varphi^{c^{\prime}}$ is a strong deformation retract of $\varphi^{c}$ (see Gasinski and Papageorgiou [17, p. 628]). So, we have

$$
H_{k}\left(X, \varphi^{c}\right)=H_{k}\left(X, \varphi^{c^{\prime}}\right) \quad \text { for all } k \in \mathbb{N}_{0}
$$

(see Motreanu et al. [25, p. 145]).
Suppose that $K_{\varphi}$ is finite. We introduce the following formal series

$$
\begin{aligned}
M(t, u) & =\sum_{k \geqslant 0} \operatorname{rank} C_{k}(\varphi, u) t^{k} \text { for all } t \in \mathbb{R}, u \in K_{\varphi} \\
\text { and } P(t, \infty) & =\sum_{k \geqslant 0} \operatorname{rank} C_{k}(\varphi, \infty) t^{k} \quad \text { for all } t \in \mathbb{R} .
\end{aligned}
$$

These quantities are related via the Morse relation, which says that

$$
\begin{equation*}
\sum_{u \in K_{\varphi}} M(t, u)=P(t, \infty)+(1+t) Q(t) \quad \text { for all } t \in \mathbb{R}, \tag{2}
\end{equation*}
$$

with $Q(t)=\sum_{k \geqslant 0} \beta_{k} t^{k}$ being a formal series in $t \in \mathbb{R}$ with nonnegative integer coefficients $\beta_{k}$.
Finally, let us introduce some basic notations which we will use in the sequel. Given $x \in \mathbb{R}$, we set $x^{ \pm}=\max \{ \pm x, 0\}$. Then for $u \in W_{0}^{1, p}(\Omega)$, we define

$$
u^{ \pm}(\cdot)=u(\cdot)^{ \pm} .
$$

We know that

$$
u^{ \pm} \in W_{0}^{1, p}(\Omega), u=u^{+}-u^{-} \text {and }|u|=u^{+}+u^{-} .
$$

For a measurable function $g: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ (for example, for a Carathéodory function $g(\cdot, \cdot)$ ), we denote by $N_{g}(\cdot)$ the Nemitsky (superposition) operator associated with $g$, that is,

$$
N_{g}(u)(\cdot)=g(\cdot, u(\cdot)) \quad \text { for all } u \in W_{0}^{1, p}(\Omega)
$$

Evidently, the mapping $z \mapsto N_{g}(u)(z)$ is measurable.

## 3. Multiplicity theorems

In this section we prove two multiplicity theorems for problem $\left(P_{\lambda}\right)$ when $\lambda>0$ is big. In both theorems we provide precise sign information for all solutions. Our method of proof is based on a cutoff technique first used by Costa and Wang [13] in the context of semilinear Dirichlet problems driven by the Laplacian.

The hypotheses on the reaction term $f(z, x)$ are the following:
$H_{1}: f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function such that $f(z, 0)=0$ for almost all $z \in \Omega$ and
(i) there exists $r \in\left(p, p^{*}\right)$ such that $\lim _{x \rightarrow 0} \frac{f(z, x)}{|x|^{r-2} x}=0$ uniformly for almost all $z \in \Omega$,
(ii) if $F(z, x)=\int_{0}^{x} f(z, s) \mathrm{d} s$, then there exists $\beta \in\left(r, p^{*}\right)$ such that $\lim _{x \rightarrow 0} \frac{F(z, x)}{|x|^{\beta}}=+\infty$ uniformly for almost all $z \in \Omega$;
(iii) there exist $q \in\left(p, p^{*}\right)$ and $\delta>0$ such that

$$
0<q F(z, x) \leqslant f(z, x) x \text { for almost all } z \in \Omega \text { and all } 0<|x| \leqslant \delta ;
$$

(iv) there exists $\hat{\xi}>0$ such that for almost all $z \in \Omega$, the function

$$
x \mapsto f(z, x)+\hat{\xi}|x|^{p-2} x
$$

is nondecreasing on $[-\delta, \delta]$ (here, $\delta>0$ is as in (iii) above).
Hypotheses $H_{1}(i),(i i)$ imply that we can find $\delta_{1} \in(0, \delta]$ such that

$$
\begin{equation*}
|f(z, x)| \leqslant|x|^{r-1} \text { and } F(z, x) \geqslant|x|^{\beta} \text { for almost all } z \in \Omega \text { and all }|x| \leqslant \delta_{1} . \tag{3}
\end{equation*}
$$

Let $\eta \in\left(0, \frac{\delta_{1}}{2}\right)$ and let $\vartheta \in C^{2}(\mathbb{R},[0,1])$ be an even cutoff function such that

$$
\begin{align*}
& \vartheta(x)= \begin{cases}1 & \text { if }|x| \leqslant \eta \\
0 & \text { if }|x|>2 \eta\end{cases}  \tag{4}\\
& x \vartheta^{\prime}(x) \leqslant 0,\left|x \vartheta^{\prime}(x)\right| \leqslant \frac{2}{\eta} \quad \text { for all } x \in \mathbb{R} \tag{5}
\end{align*}
$$

Using this cutoff function, we introduce the following modification of the primitive $F(z, x)$ :

$$
\hat{F}(z, x)=\vartheta(x) F(z, x)+(1-\vartheta(x)) \frac{|x|^{r}}{r} .
$$

Also, we set

$$
\hat{f}(z, x)=\hat{F}_{x}^{\prime}(z, x)=\frac{\partial \hat{F}}{\partial x}(z, x)
$$

By Lemma 1.1 of Costa and Wang [13], we have the following property.
Lemma 6. If hypotheses $H_{1}$ hold, then
(a) $|\hat{f}(z, x)| \leqslant c_{1}|x|^{r-1}$ for almost all $z \in \Omega$, all $x \in \mathbb{R}$ and some $c_{1}>0$;
(b) $0<\mu \hat{F}(z, x) \leqslant \hat{f}(z, x) x$ for almost all $z \in \Omega$ and all $x \in \mathbb{R} \backslash\{0\}$ with $\mu=\min \{q, r\}$.

We introduce the following auxiliary Dirichlet problem

$$
-\Delta_{p} u(z)-\Delta u(z)=\lambda \hat{f}(z, u(z)) \quad \text { in } \Omega,\left.u\right|_{\partial \Omega}=0
$$

The nonlinear regularity theory (see Lieberman [22], Theorem 1 and Motreanu et al. [25, Corollary 8.7, p. 208]) together with Lemma 6, give the following result (see also Papageorgiou and Rădulescu [28] for an alternative approach).
Proposition 7. If hypotheses $H_{1}$ hold and $u_{\lambda} \in W_{0}^{1, p}(\Omega)(\lambda>0)$ is a solution of $\left(Q_{\lambda}\right)$, then $u_{\lambda} \in C^{1}(\bar{\Omega})$ and there exists $c_{2}=c_{2}(r, N, \Omega)>0$ such that

$$
\left\|u_{\lambda}\right\|_{\infty} \leqslant c_{2} \lambda^{\left(p^{*}-r\right)^{-1}}\left\|u_{\lambda}\right\| \|^{\left(p^{*}-p\right) /\left(p^{*}-r\right)} .
$$

For every $\lambda>0$, we consider the energy functional $\hat{\varphi}_{\lambda}: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ for problem $\left(Q_{\lambda}\right)$ defined by

$$
\hat{\varphi}_{\lambda}(u)=\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \hat{F}(z, u) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega) .
$$

Evidently, $\hat{\varphi}_{\lambda} \in C^{1}\left(W_{0}^{1, p}(\Omega), \mathbb{R}\right)$. From Lemma $6(\mathrm{~b})$ we see that $\hat{F}(z, \cdot)$ satisfies a global AmbrosettiRabinowitz condition (see Ambrosetti and Rabinowitz [3]). From this we derive the following result.

Proposition 8. If hypotheses $H_{1}$ hold and $\lambda>0$, then $\hat{\varphi}_{\lambda}$ satisfies the $P S$-condition.
Next, we show that for big $\lambda>0$ the energy functional $\hat{\varphi}_{\lambda}$ satisfies the mountain pass geometry (see Theorem 1).

Proposition 9. If hypotheses $H_{1}$ hold, then
(a) for every $\lambda>0$, we can find $\hat{m}_{\lambda}>0$ and $\hat{\rho}_{\lambda}>0$ such that

$$
\hat{\varphi}_{\lambda}(u) \geqslant \hat{m}_{\lambda}>0 \quad \text { for all } u \in W_{0}^{1, p}(\Omega) \text { with }\|u\|=\hat{\rho}_{\lambda} ;
$$

(b) we can find $\hat{\lambda}_{*}>0$ and $\bar{u} \in C_{0}^{1}(\bar{\Omega})$ such that for all $\lambda \geqslant \hat{\lambda}_{*}$ we have

$$
|\bar{u}(z)| \leqslant \frac{\eta}{2} \quad \text { for all } z \in \bar{\Omega},\|\bar{u}\|>\rho_{\lambda}, \hat{\varphi}_{\lambda}(\bar{u}) \leqslant 0<\hat{m}_{\lambda},\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2} \leqslant \lambda\|\bar{u}\|_{\beta}^{\beta}
$$

with $c_{3}>0$ being such that $\|\cdot\|_{1,2} \leqslant c_{3}\|\cdot\|$ (here, $\|\cdot\|_{1,2}$ denotes the norm of $H_{0}^{1}(\Omega)$, recall that $p>2$ ).
Proof. (a) By Lemma 6(a) we have

$$
\hat{F}(z, x) \leqslant c_{4}|x|^{r} \text { for almost all } z \in \Omega \text {, all } x \in \mathbb{R}, \text { and some } c_{4}>0 .
$$

Then for all $u \in W_{0}^{1, p}(\Omega)$ we have

$$
\begin{aligned}
\hat{\varphi}_{\lambda}(u) & \geqslant \frac{1}{p}\|D u\|_{p}^{p}-\lambda c_{4}\|u\|_{r}^{r} \\
& \geqslant \frac{1}{p}\|u\|^{p}-\lambda c_{5}\|u\|^{r} \text { for some } c_{5}>0 \text { (recall that } r<p^{*} \text { ) } \\
& =\left[\frac{1}{p}-\lambda c_{5}\|u\|^{r-p}\right]\|u\|^{p} .
\end{aligned}
$$

If we choose $\hat{\rho}_{\lambda}=\left(\frac{1}{2 p \lambda c_{5}}\right)^{\frac{1}{r-p}}>0$, then

$$
\hat{\varphi}_{\lambda}(u) \geqslant \frac{1}{2 p} \hat{\rho}_{\lambda}^{p}>0 \quad \text { for all } u \in W_{0}^{1, p}(\Omega) \text { with }\|u\|=\hat{\rho}_{\lambda} .
$$

(b) Let $\bar{u} \in C_{0}^{1}(\bar{\Omega}) \backslash\{0\}$ be such that

$$
\begin{equation*}
|\bar{u}(z)| \leqslant \frac{\eta}{2} \quad \text { for all } z \in \bar{\Omega} \tag{6}
\end{equation*}
$$

Note that $\hat{\rho}_{\lambda} \rightarrow 0$ as $\lambda \rightarrow+\infty$. So, we can find $\hat{\lambda}_{*}>0$ such that

$$
\begin{equation*}
\|\bar{u}\|>\hat{\rho}_{\lambda} \text { and }\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2} \leqslant \lambda\|\bar{u}\|_{\beta}^{\beta} \quad \text { for all } \lambda>\hat{\lambda}_{*} . \tag{7}
\end{equation*}
$$

Using (3) and (6), we have

$$
\begin{aligned}
\hat{\varphi}_{\lambda}(\bar{u}) & \leqslant \frac{1}{p}\|D \bar{u}\|_{p}^{p}+\frac{1}{2}\|D \bar{u}\|_{2}^{2}-\lambda\|\bar{u}\|_{\beta}^{\beta} \\
& \leqslant\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2}-\lambda\|\mid \bar{u}\|_{\beta}^{\beta} \leqslant 0<\hat{m}_{\lambda}(\text { see } 6) .
\end{aligned}
$$

Proposition 10. If hypotheses $H_{1}$ hold, $\lambda>0$ and $u \in K_{\hat{\varphi}_{\lambda}}$, then we can find $\hat{c}>0$ such that $\|u\|^{p} \leqslant$ $\hat{c} \hat{\varphi}_{\lambda}(u)$.
Proof. Let $u \in K_{\hat{\varphi}_{\lambda}}$. We have

$$
\begin{aligned}
& \mu \hat{\varphi}_{\lambda}(u)=\mu \hat{\varphi}_{\lambda}(u)-\left\langle\hat{\varphi}_{\lambda}^{\prime}(u), u\right\rangle\left(\text { since } u \in K_{\hat{\varphi}_{\lambda}}\right) \\
& \quad=\frac{\mu}{p}\|D u\|_{p}^{p}+\frac{\mu}{2}\|D u\|_{2}^{2}-\int_{\Omega} \mu \lambda \hat{F}(z, u) \mathrm{d} z-\|D u\|_{p}^{p}-\|D u\|_{2}^{2}+\int_{\Omega} \lambda \hat{f}(z, u) u \mathrm{~d} z \\
& \quad=\left(\frac{\mu}{p}-1\right)\|D u\|_{p}^{p}+\left(\frac{\mu}{2}-1\right)\|D u\|_{2}^{2}+\lambda \int_{\Omega}[\hat{f}(z, u) u-\mu \hat{F}(z, u)] \mathrm{d} z \\
& \geqslant \\
& \Rightarrow \quad c_{6}\|u\|^{p} \text { with } c_{6}=\frac{\mu}{p}-1>0 \text { (recall that } \mu>p>2 \text { and use Lemma 6(b)) } \\
& \Rightarrow \quad\|u\|^{p} \leqslant \hat{c} \hat{\varphi}_{\lambda}(u) \text { with } \hat{c}=\frac{\mu}{c_{6}}>0 .
\end{aligned}
$$

Now we can produce a nontrivial smooth solution for the auxiliary problem $\left(Q_{\lambda}\right)$ when $\lambda>0$ is big.
Proposition 11. If hypotheses $H_{1}$ hold, then for every $\lambda \geqslant \hat{\lambda}_{*}$ (see Proposition 9b) problem $\left(Q_{\lambda}\right)$ admits a nontrivial smooth solution $u_{\lambda} \in C_{0}^{1}(\bar{\Omega})$ such that

$$
\left\|u_{\lambda}\right\|_{\infty} \leqslant \tilde{c} \frac{1}{\lambda^{\frac{2}{\beta-2}}} \text { for some } \tilde{c}>0
$$

Proof. Propositions 8 and 9 permit the use of Theorem 1 (the mountain pass theorem). So, we can find $u_{\lambda} \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
u_{\lambda} \in K_{\hat{\varphi}_{\lambda}} \text { and } \hat{m}_{\lambda} \leqslant \hat{\varphi}_{\lambda}\left(u_{\lambda}\right)=c_{\lambda}=\inf _{\gamma \in \Gamma} \max _{0 \leqslant t \leqslant 1} \varphi_{\lambda}(\gamma(t)), \tag{8}
\end{equation*}
$$

where $\Gamma=\left\{\gamma \in C\left([0,1], W_{0}^{1, p}(\Omega)\right): \gamma(0)=0, \gamma(1)=\bar{u}\right\}$.
We consider the function

$$
\tilde{\xi}_{\lambda}(t)=t^{2}\left[\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2}\right]-\lambda t^{\beta}\|\bar{u}\|_{\beta}^{\beta} \quad \text { for all } t \geqslant 0 .
$$

Note that $\tilde{\xi}_{\lambda}(\cdot)$ is continuous and

$$
\tilde{\xi}_{\lambda}(0)=0, \tilde{\xi}_{\lambda}(1) \leqslant 0(\operatorname{see}(7)) .
$$

Since $2<p<\beta$, for small $t \in(0,1)$ we see that

$$
\tilde{\xi}_{\lambda}(t)>0 .
$$

Therefore we can find $t_{0} \in(0,1)$ such that

$$
\begin{aligned}
& \tilde{\xi}_{\lambda}\left(t_{0}\right)=\max _{0 \leqslant t \leqslant 1} \xi_{\lambda}(t), \\
\Rightarrow & \tilde{\xi}_{\lambda}^{\prime}\left(t_{0}\right)=2 t_{0}\left[\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2}\right]-\lambda \beta t_{0}^{\beta-1}\|\bar{u}\|_{\beta}^{\beta}=0, \\
\Rightarrow & t_{0}=\left[\frac{2\left(\|\bar{u}\|^{p}+c_{3}^{2}\|\bar{u}\|^{2}\right)}{\lambda \beta\|\bar{u}\|_{\beta}^{\beta}}\right]^{\frac{1}{\beta-2}} .
\end{aligned}
$$

Then we have

$$
\begin{align*}
\tilde{\xi}_{\lambda}\left(t_{0}\right) & =\frac{1}{\lambda^{\frac{2}{\beta-2}}} c_{7}+\lambda \frac{1}{\lambda^{\frac{\beta}{\beta-2}}} c_{8} \text { for some } c_{7}, c_{8}>0 \\
& =\frac{1}{\lambda^{\frac{2}{\beta-2}}} c_{9} \text { with } c_{9}=c_{7}+c_{8}>0 \tag{9}
\end{align*}
$$

Let $\gamma_{0}(t)=t \bar{u}$. Then $\gamma_{0} \in \Gamma$ and so by virtue of (8) we have

$$
\begin{aligned}
\hat{\varphi}_{\lambda}\left(u_{\lambda}\right) & =c_{\lambda} \leqslant \max _{0 \leqslant t \leqslant 1} \hat{\varphi}_{\lambda}(t \bar{u}) \leqslant \max _{0 \leqslant t \leqslant 1} \tilde{\xi}_{\lambda}(t)(\text { see }(6) \text { and }(3)) \\
& =\tilde{\xi}_{\lambda}\left(t_{0}\right)=\frac{c_{9}}{\lambda^{\frac{2}{\beta-2}}}(\text { see }(9)), \\
\Rightarrow \quad\left\|u_{\lambda}\right\|^{p} & \leqslant \frac{\hat{c} c_{9}}{\lambda^{\frac{2}{\beta-2}}} \text { and so } \tilde{c}=\hat{c} c_{9}>0(\text { see Proposition } 10) .
\end{aligned}
$$

Now we are ready to produce constant-sign smooth solutions for problem $\left(P_{\lambda}\right)$ when the parameter $\lambda>0$ is big.
Proposition 12. If hypotheses $H_{1}$ hold, then we can find $\lambda_{*} \geqslant \hat{\lambda}_{*}>0$ such that for all $\lambda \geqslant \lambda_{*}$, problem $\left(P_{\lambda}\right)$ has at least two nontrivial smooth solutions of constant sign

$$
\hat{u}_{\lambda} \in D_{+} \text {and } \hat{v}_{\lambda} \in-D_{+} .
$$

Proof. First, we produce the positive solution.
To this end we consider the $C^{1}$-functional $\hat{\varphi}_{\lambda}^{+}: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\hat{\varphi}_{\lambda}^{+}(u)=\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \hat{F}\left(z, u^{+}\right) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega) .
$$

Note that $\hat{F}\left(z, x^{+}\right)=0$ for almost all $z \in \Omega$ and all $x \leqslant 0$. By Lemma $6, \hat{F}_{+}(z, x)=\hat{F}\left(z, x^{+}\right)$satisfies the Ambrosetti-Rabinowitz condition on $\mathbb{R}_{+}=[0,+\infty)$. Therefore

$$
\begin{equation*}
\hat{\varphi}_{\lambda}^{+} \text {satisfies the PS-condition. } \tag{10}
\end{equation*}
$$

A careful reading of the proof of Proposition 9 reveals that the result remains true also for the functional $\hat{\varphi}_{\lambda}^{+}$(in this case in part (b) we choose $\bar{u} \in C_{+} \backslash\{0\}$ ). This fact and (10) permit the use of Theorem 1 (the mountain pass theorem) and so we can find $\hat{u}_{\lambda} \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
\hat{u}_{\lambda} \in K_{\hat{\varphi}_{\lambda}^{+}} \text {and } \hat{\varphi}_{\lambda}^{+}(0)=0<\hat{m}_{\lambda}^{+} \leqslant \hat{\varphi}_{\lambda}^{+}\left(\hat{u}_{\lambda}\right) . \tag{11}
\end{equation*}
$$

From (10) we see that

$$
\hat{u}_{\lambda} \neq 0 \text { and }\left(\hat{\varphi}_{\lambda}^{+}\right)^{\prime}\left(\hat{u}_{\lambda}\right)=0 .
$$

So, we have

$$
\begin{equation*}
\left\langle A_{p}\left(\hat{u}_{\lambda}\right), h\right\rangle+\left\langle A\left(\hat{u}_{\lambda}\right), h\right\rangle=\int_{\Omega} \lambda \hat{f}\left(z, \hat{u}_{\lambda}^{+}\right) h \mathrm{~d} z \quad \text { for all } h \in W_{0}^{1, p}(\Omega) . \tag{12}
\end{equation*}
$$

In (12) we choose $h=-\hat{u}_{\lambda}^{-} \in W_{0}^{1, p}(\Omega)$. Then

$$
\begin{aligned}
& \left\|D \hat{u}_{\lambda}^{-}\right\|_{p}^{p}+\left\|D \hat{u}_{\lambda}^{-}\right\|_{2}^{2}=0, \\
\Rightarrow & \hat{u}_{\lambda} \geqslant 0, \hat{u}_{\lambda} \neq 0 .
\end{aligned}
$$

We have

$$
\begin{equation*}
-\Delta_{p} \hat{u}_{\lambda}(z)-\Delta \hat{u}_{\lambda}(z)=\lambda \hat{f}\left(z, \hat{u}_{\lambda}(z)\right) \text { for almost all } z \in \Omega,\left.\hat{u}_{\lambda}\right|_{\partial \Omega}=0 . \tag{13}
\end{equation*}
$$

By Theorem 8.4 of Motreanu et al. [25, p. 204], we have

$$
\hat{u}_{\lambda} \in L^{\infty}(\Omega)
$$

So, we can apply Theorem 1 of Lieberman [22] and infer that

$$
\hat{u}_{\lambda} \in C_{+} \backslash\{0\} .
$$

From Lemma 6(a) and (13) we have

$$
\begin{equation*}
\Delta_{p} \hat{u}_{\lambda}(z)+\Delta \hat{u}_{\lambda}(z) \leqslant c_{1}\left\|\hat{u}_{\lambda}\right\|_{\infty}^{r-p} \hat{u}_{\lambda}(z)^{p-1} \text { for almost all } z \in \Omega . \tag{14}
\end{equation*}
$$

Let $a: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be defined by

$$
a(y)=|y|^{p-2} y+y \quad \text { for all } y \in \mathbb{R}^{N} .
$$

Note that $a \in C^{1}\left(\mathbb{R}^{N}, \mathbb{R}^{N}\right)$ (recall that $p>2$ ) and

$$
\operatorname{div} a(D u)=\Delta_{p} u+\Delta u \quad \text { for all } u \in W_{0}^{1, p}(\Omega)
$$

We have

$$
\begin{aligned}
& \nabla a(y)=|y|^{p-2}\left[I+(p-2) \frac{y \otimes y}{|y|^{2}}\right]+I \quad \text { for all } y \in \mathbb{R}^{N} \backslash\{0\}, \\
\Rightarrow & \left(\nabla a(y) \xi^{\prime}, \xi^{\prime}\right)_{\mathbb{R}^{N}} \geqslant\left|\xi^{\prime}\right|^{2} \quad \text { for all } \xi^{\prime} \in \mathbb{R}^{N} .
\end{aligned}
$$

This permits the use of the tangency principle of Pucci and Serrin [31, p. 35] and implies that

$$
\hat{u}_{\lambda}(z)>0 \quad \text { for all } z \in \Omega .
$$

Then (14) and the boundary point theorem of Pucci and Serrin [31, p. 120] imply that

$$
\hat{u}_{\lambda} \in D_{+} .
$$

Note that

$$
\begin{aligned}
& \left.\hat{\varphi}_{\lambda}^{\prime}\right|_{C_{+}}=\left.\left(\hat{\varphi}_{\lambda}^{+}\right)^{\prime}\right|_{C_{+}}, \\
\Rightarrow & \hat{u}_{\lambda} \in K_{\hat{\varphi}_{\lambda}} \\
\Rightarrow & \left\|\hat{u}_{\lambda}\right\|_{\infty} \leqslant \tilde{c} \lambda^{-\frac{2}{\beta-2}} \quad \text { for all } \lambda \geqslant \hat{\lambda}_{*} \text { (see Proposition 11). }
\end{aligned}
$$

It follows that

$$
\left\|\hat{u}_{\lambda}\right\|_{\infty} \rightarrow 0 \text { as } \lambda \rightarrow+\infty, \lambda \geqslant \hat{\lambda}_{+} \text {(recall that } \beta>2 \text { ). }
$$

So, we can find $\lambda_{*} \geqslant \hat{\lambda}_{*}$ such that

$$
\begin{aligned}
& \quad 0 \leqslant \hat{u}_{\lambda}(z) \leqslant \eta \quad \text { for all } z \in \bar{\Omega}, \text { all } \lambda \geqslant \lambda_{*}, \\
& \Rightarrow \hat{u}_{\lambda} \in D_{+} \text {is a positive solution of }\left(P_{\lambda}\right) \text { for } \lambda \geqslant \lambda_{*}(\text { see } 4) .
\end{aligned}
$$

Similarly, we obtain a negative solution

$$
\hat{v}_{\lambda} \in-D_{+} \quad \text { for all } \lambda \geqslant \lambda_{*}
$$

(we may need to increase $\lambda_{*} \geqslant \hat{\lambda}_{*}$ ). In this case we work with the $C^{1}$-functional $\hat{\varphi}_{\lambda}^{-}: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\hat{\varphi}_{\lambda}^{-}(u)=\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \hat{F}\left(z,-u^{-}\right) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega)
$$

In fact, we can produce extremal constant-sign solutions for $\left(P_{\lambda}\right)$ when $\lambda \geqslant \lambda_{*}$, that is, a smallest positive solution and a biggest negative solution. These extremal constant-sign solutions will be useful in producing nodal (that is, sign-changing) solutions.

We have the following result.
Proposition 13. If hypotheses $H_{1}$ hold and $\lambda \geqslant \lambda_{*}$ (see Proposition 12), then problem ( $P_{\lambda}$ ) admits a smallest positive solution $u_{\lambda}^{*} \in D_{+}$and a biggest negative solution $v_{\lambda}^{*} \in-D_{+}$.

Proof. We introduce the following two sets

$$
\begin{aligned}
& S_{+}=\left\{u \in W_{0}^{1, p}(\Omega): u \in[0, \eta], u \text { is a positive solution of }\left(P_{\lambda}\right)\right\} \\
& S_{-}=\left\{v \in W_{0}^{1, p}(\Omega): v \in[-\eta, 0], v \text { is a negative solution of }\left(P_{\lambda}\right)\right\} .
\end{aligned}
$$

From Proposition 12 and its proof, we infer that

$$
\emptyset \neq S_{+} \subseteq D_{+} \text {and } \emptyset \neq S_{-} \subseteq-D_{+} .
$$

Invoking Lemma 3.10 of Hu and Papageorgiou [20, p. 178], we can find $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq S_{+}$such that

$$
\inf _{n \geqslant 1} u_{n}=\inf S_{+} .
$$

We have

$$
\begin{equation*}
\left\langle A_{p}\left(u_{n}\right), h\right\rangle+\left\langle A\left(u_{n}\right), h\right\rangle=\lambda \int_{\Omega} f\left(z, u_{n}\right) h \mathrm{~d} z \quad \text { for all } h \in W_{0}^{1, p}(\Omega), \text { all } n \in \mathbb{N} \text {. } \tag{15}
\end{equation*}
$$

Evidently, $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq W_{0}^{1, p}(\Omega)$ is bounded and so we may assume that

$$
\begin{equation*}
u_{n} \xrightarrow{w} u_{\lambda}^{*} \text { in } W_{0}^{1, p}(\Omega) \text { and } u_{n} \rightarrow u_{\lambda}^{*} \text { in } L^{p}(\Omega) . \tag{16}
\end{equation*}
$$

In (15) we choose $h=u_{n}-u_{\lambda}^{*} \in W_{0}^{1, p}(\Omega)$, pass to the limit as $n \rightarrow \infty$ and use (16). We obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left[\left\langle A_{p}\left(u_{n}\right), u_{n}-u_{\lambda}^{*}\right\rangle+\left\langle A\left(u_{n}\right), u_{n}-u_{\lambda}^{*}\right\rangle\right]=0 \\
\Rightarrow & \limsup _{n \rightarrow \infty}\left[\left\langle A_{p}\left(u_{n}\right), u_{n}-u_{\lambda}^{*}\right\rangle+\left\langle A\left(u_{\lambda}^{*}\right), u_{n}-u_{\lambda}^{*}\right\rangle\right] \leqslant 0 \\
& (\text { exploiting the monotonicity of } A(\cdot)) \\
\Rightarrow & \limsup _{n \rightarrow \infty}\left\langle A_{p}\left(u_{n}\right), u_{n}-u_{\lambda}^{*}\right\rangle \leqslant 0 \text { (see 16) } \\
\Rightarrow & u_{n} \rightarrow u_{\lambda}^{*} \text { in } W_{0}^{1, p}(\Omega) \text { (see Propositions } 5 \text { and (16)), } u_{\lambda}^{*} \geqslant 0 . \tag{17}
\end{align*}
$$

If in (15) we pass to the limit as $n \rightarrow \infty$ and use (17) then

$$
\begin{align*}
& \left\langle A_{p}\left(u_{\lambda}^{*}\right), h\right\rangle+\left\langle A\left(u_{\lambda}^{*}\right), h\right\rangle=\lambda \int_{\Omega} f\left(z, u_{\lambda}^{*}\right) h \mathrm{~d} z \quad \text { for all } h \in W_{0}^{1, p}(\Omega), \\
\Rightarrow & -\Delta_{p} u_{\lambda}^{*}(z)-\Delta u_{\lambda}^{*}(z)=\lambda f\left(z, u_{\lambda}^{*}(z)\right) \text { for almost all } z \in \Omega,\left.u_{\lambda}^{*}\right|_{\partial \Omega}=0, u_{\lambda}^{*} \geqslant 0 . \tag{18}
\end{align*}
$$

By (18) we see that if we can show that $u_{\lambda}^{*} \neq 0$, then we have $u_{\lambda}^{*} \in S_{+}$. We argue by contradiction. So, suppose that $u_{\lambda}^{*}=0$. Then by (17) we have

$$
\begin{equation*}
u_{n} \rightarrow 0 \text { in } W_{0}^{1, p}(\Omega) \tag{19}
\end{equation*}
$$

Let $y_{n}=\frac{u_{n}}{\left\|u_{n}\right\|}, n \in \mathbb{N}$. Then $\left\|y_{n}\right\|=1, y_{n} \geqslant 0$ for all $n \in \mathbb{N}$ and so we may assume that

$$
\begin{equation*}
y_{n} \xrightarrow{w} y \text { in } W_{0}^{1, p}(\Omega) \text { and } y_{n} \rightarrow y \text { in } L^{p}(\Omega) . \tag{20}
\end{equation*}
$$

By (15) we have

$$
\begin{equation*}
\left\|u_{n}\right\|^{p-2}\left\langle A_{p}\left(y_{n}\right), h\right\rangle+\left\langle A\left(y_{n}\right), h\right\rangle=\lambda \int_{\Omega} \frac{N_{f}\left(u_{n}\right)}{\left\|u_{n}\right\|} h \mathrm{~d} z \quad \text { for all } h \in W_{0}^{1, p}(\Omega) . \tag{21}
\end{equation*}
$$

Hypothesis $H_{1}(i)$ implies that

$$
\begin{equation*}
\int_{\Omega} \frac{N_{f}\left(u_{n}\right)}{\left\|u_{n}\right\|} h \mathrm{~d} z \rightarrow 0 \quad \text { for all } h \in W_{0}^{1, p}(\Omega) \tag{22}
\end{equation*}
$$

Since $A_{p}(\cdot)$ is bounded (that is, maps bounded sets to bounded sets), it follows from (19) and (20) that

$$
\begin{equation*}
\left\|u_{n}\right\|^{p-2}\left\langle A_{p}\left(y_{n}\right), h\right\rangle \rightarrow 0 \quad \text { for all } h \in W_{0}^{1, p}(\Omega) . \tag{23}
\end{equation*}
$$

In (21) we choose $h=y_{n}-y \in W_{0}^{1, p}(\Omega)$, pass to the limit as $n \rightarrow \infty$ and use (22), (23). Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\langle A\left(y_{n}\right), y_{n}-y\right\rangle=0 . \tag{24}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \left\langle A\left(y_{n}\right), y_{n}-y\right\rangle-\left\langle A(y), y_{n}-y\right\rangle=\left\|D\left(y_{n}-y\right)\right\|_{2}^{2} \quad \text { for all } n \in \mathbb{N}, \\
\Rightarrow & \left\|D\left(y_{n}-y\right)\right\|_{2}^{2} \rightarrow 0(\text { from } 20,24),  \tag{25}\\
\Rightarrow & \|y\|_{H_{0}^{1}(\Omega)}=1 . \tag{26}
\end{align*}
$$

On the other hand from (21), passing to the limit as $n \rightarrow \infty$ and using (22), (23), (25), we obtain

$$
\langle A(y), h\rangle=0 \quad \text { for all } h \in W_{0}^{1, p}(\Omega),
$$

$$
\Rightarrow y=0, \text { which contradicts }(26)
$$

Therefore $u_{\lambda}^{*} \neq 0$ and so

$$
u_{\lambda}^{*} \in S_{+} \text {and } u_{\lambda}^{*}=\inf S_{+} .
$$

Similarly, we produce $v_{\lambda}^{*} \in W_{0}^{1, p}(\Omega)$ such that

$$
v_{\lambda}^{*} \in S_{-} \text {and } v_{\lambda}^{*}=\sup S_{-} .
$$

The proof is now complete.
Now our strategy becomes clear. We will truncate the reaction term at $\left\{v_{\lambda}^{*}(z), u_{\lambda}^{*}(z)\right\}$ in order to focus on the order interval

$$
\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right]=\left\{u \in W^{1, p}(\Omega): v_{\lambda}^{*}(z) \leqslant u(z) \leqslant u_{\lambda}^{*}(z) \text { for almost all } z \in \Omega\right\} .
$$

Working with the truncated functional and using variational tools (critical point theory), we will produce a nontrivial solution $y_{\lambda} \in\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega}), y_{\lambda} \notin\left\{v_{\lambda}^{*}, u_{\lambda}^{*}\right\}$. The extremality of $v_{\lambda}^{*}$ and $u_{\lambda}^{*}$, forces $y_{\lambda}$ to be nodal.
Proposition 14. If hypotheses $H_{1}$ hold, then there exists $\lambda_{*}^{0} \geqslant \lambda_{*}$ such that for all $\lambda>\lambda_{*}^{0}$ problem $\left(P_{\lambda}\right)$ admits a nodal solution $y_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right]$ (that is, $y_{\lambda} \in C_{0}^{1}(\bar{\Omega})$ and $u_{\lambda}^{*}-y_{\lambda}, y_{\lambda}-v_{\lambda}^{*} \in D_{+}$).
Proof. Let $u_{\lambda}^{*} \in D_{+}$and $v_{\lambda}^{*} \in-D_{+}$be the two extremal constant-sign solutions produced by Proposition 13. We introduce the Carathéodory function $\hat{g}(z, x)$ defined by

$$
\hat{g}(z, x)= \begin{cases}f\left(z, v_{\lambda}^{*}(z)\right) & \text { if } x<v_{\lambda}^{*}(z)  \tag{27}\\ f(z, x) & \text { if } v_{\lambda}^{*}(z) \leqslant x \leqslant u_{\lambda}^{*}(z) \\ f\left(z, u_{\lambda}^{*}(z)\right) & \text { if } u_{\lambda}^{*}(z)<x .\end{cases}
$$

We also consider the positive and negative truncations of $\hat{g}(z, \cdot)$, namely the Carathéodory functions

$$
\hat{g}_{ \pm}(z, x)=\hat{g}\left(z, \pm x^{ \pm}\right) .
$$

We set $\hat{G}(z, x)=\int_{0}^{x} \hat{g}(z, s) \mathrm{d} s$ and $\hat{G}_{ \pm}(z, x)=\int_{0}^{x} \hat{g}_{ \pm}(z, s) \mathrm{d} s$ and consider the $C^{1}$-functionals $\hat{\sigma}_{\lambda}, \hat{\sigma}_{\lambda}^{ \pm}$: $W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\begin{aligned}
\hat{\sigma}_{\lambda}(u) & =\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \hat{G}(z, u) \mathrm{d} z \\
\hat{\sigma}_{\lambda}^{ \pm}(u) & =\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \hat{G}_{ \pm}(z, u) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega) .
\end{aligned}
$$

Claim 1. $K_{\hat{\sigma}_{\lambda}} \subseteq\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega}), K_{\hat{\sigma}_{\lambda}^{+}}=\left\{0, u_{\lambda}^{*}\right\}, K_{\hat{\sigma}_{\lambda}^{-}}=\left\{v_{\lambda}^{*}, 0\right\}$.
Let $u \in K_{\hat{\sigma}_{\lambda}}$. Then

$$
\begin{equation*}
\left\langle A_{p}(u), h\right\rangle+\langle A(u), h\rangle=\int_{\Omega} \lambda \hat{g}(z, u) h \mathrm{~d} z \quad \text { for all } h \in W_{0}^{1, p}(\Omega) \tag{28}
\end{equation*}
$$

In (28) we choose $h=\left(u-u_{\lambda}^{*}\right)^{+} \in W_{0}^{1, p}(\Omega)$. Then

$$
\begin{aligned}
& \left\langle A_{p}(u),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle+\left\langle A(u),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle \\
= & \lambda \int_{\lambda} f\left(z, u_{\lambda}^{*}\right)\left(u-u_{\lambda}^{*}\right)^{+} \mathrm{d} z(\text { see } 27) \\
= & \left\langle A_{p}\left(u_{\lambda}^{*}\right),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle+\left\langle A(u),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle\left(\text {since } u_{\lambda}^{*} \in S_{+}\right), \\
\Rightarrow & \left\langle A_{p}(u)-A_{p}\left(u_{\lambda}^{*}\right),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle+\left\langle A(u)-A\left(u_{\lambda}^{*}\right),\left(u-u_{\lambda}^{*}\right)^{+}\right\rangle=0, \\
\Rightarrow & \left\|D\left(u-u_{\lambda}^{*}\right)^{+}\right\|_{2}^{2}=0, \\
\Rightarrow & u \leqslant u_{\lambda}^{*} .
\end{aligned}
$$

Similarly, if in (28) we choose $h=\left(v_{\lambda}^{*}-u\right)^{+} \in W_{0}^{1, p}(\Omega)$, then we obtain

$$
v_{\lambda}^{*} \leqslant u .
$$

So, we have proved that

$$
u \in\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] .
$$

Moreover, as before, the nonlinear regularity theory (see the proof of Proposition 12), implies that $u \in C_{0}^{1}(\bar{\Omega})$. Therefore we conclude that

$$
K_{\bar{\sigma}_{\lambda}} \subseteq\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega}) .
$$

In a similar fashion we show that

$$
K_{\hat{\sigma}_{\lambda}^{+}} \subseteq\left[0, u_{\lambda}^{*}\right] \cap C_{+} \text {and } K_{\hat{\sigma}_{\lambda}^{-}} \subseteq\left[v_{\lambda}^{*}, 0\right] \cap\left(-C_{+}\right) .
$$

The extremality of $u_{\lambda}^{*}$ and $v_{\lambda}^{*}$, implies that

$$
K_{\hat{\sigma}_{\lambda}^{+}}=\left\{0, u_{\lambda}^{*}\right\} \text { and } K_{\hat{\sigma}_{\lambda}^{-}}=\left\{v_{\lambda}^{*}, 0\right\} .
$$

This proves Claim 1.
On account of Claim 1, we see that we may assume that

$$
\begin{equation*}
K_{\hat{\sigma}_{\lambda}} \text { is finite. } \tag{29}
\end{equation*}
$$

Otherwise we evidently already have an infinity of smooth nodal solutions and so we are done.
Claim 2. $u_{\lambda}^{*} \in D_{+}$and $v_{\lambda}^{*} \in-D_{+}$are local minimizers of the functional $\hat{\sigma}_{\lambda}$.
From (27) it is clear that $\hat{\sigma}_{\lambda}^{+}$is coercive. Also, $\hat{\sigma}_{\lambda}^{+}$is sequentially weakly lower semicontinuous. So, we can find $\hat{u}_{\lambda}^{*} \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
\hat{\sigma}_{\lambda}^{+}\left(\hat{u}_{\lambda}^{*}\right)=\inf \left\{\hat{\sigma}_{\lambda}^{+}(u): u \in W_{0}^{1, p}(\Omega)\right\} . \tag{30}
\end{equation*}
$$

Let $\hat{u}_{1}(p)$ be the positive principal eigenfunction of $\left(-\Delta_{p}, W_{0}^{1, p}(\Omega)\right)$. We know that $\hat{u}_{1}(p) \in D_{+}$(see Motreanu et al. [25]). Recall that $u_{\lambda}^{*} \in D_{+}$. So, by invoking Lemma 3.6 of Filippakis and Papageorgiou [16], we can find $\tau>0$ such that

$$
\begin{equation*}
\tau \hat{u}_{1}(p)=\left[\frac{1}{2} u_{\lambda}^{*}, u_{\lambda}^{*}\right] . \tag{31}
\end{equation*}
$$

Evidently, $\frac{1}{2} \leqslant \tau \leqslant 2$. Hypothesis $H_{1}(i i)$ implies that there exists $\xi>0$ such that

$$
\begin{equation*}
F(z, x) \geqslant \xi|x|^{\beta} \text { for almost all } z \in \Omega, \text { and all } 0 \leqslant x \leqslant \eta \tag{32}
\end{equation*}
$$

(here $\eta \in\left(0, \delta_{1}\right)$ is as in (4)). We have

$$
\hat{\sigma}_{\lambda}^{+}\left(\tau \hat{u}_{1}(p)\right) \leqslant \frac{\tau^{p}}{p} \hat{\lambda}_{1}(p)+\frac{\tau^{2}}{2}\left\|D \hat{u}_{1}(p)\right\|_{2}^{2}-\lambda \xi \tau^{\beta}\left\|\hat{u}_{1}(p)\right\|_{\beta}^{\beta}
$$

with $\hat{\lambda}_{1}(p)>0$ being the principal eigenvalue of $\left(-\Delta_{p}, W_{0}^{1, p}(\Omega)\right)$.
It follows that

$$
\begin{gather*}
\hat{\sigma}_{\lambda}^{+}\left(\tau \hat{u}_{1}(p)\right)<0 \\
\text { if and only if }  \tag{33}\\
\frac{\frac{\tau^{p-2}}{p} \hat{\lambda}_{1}(p)+\frac{1}{2}\left\|D \hat{u}_{1}(p)\right\|_{2}^{2}}{\xi \tau^{\beta-2}\left\|\hat{u}_{1}(p)\right\|_{\beta}^{\beta}}<\lambda .
\end{gather*}
$$

Note that

$$
\frac{\frac{\tau^{p-2}}{p} \hat{\lambda}_{1}(p)+\frac{1}{2}\left\|D \hat{u}_{1}(p)\right\|_{2}^{2}}{\xi \tau^{\beta-2}\left\|\hat{u}_{1}(p)\right\|_{\beta}^{\beta}} \leqslant \frac{\frac{2^{\beta+p-4}}{p} \hat{\lambda}_{1}(p)+2^{\beta-3}\left\|D \hat{u}_{1}(p)\right\|_{2}^{2}}{\xi\left\|\hat{u}_{1}(p)\right\|_{\beta}^{\beta}}
$$

(recall that $\frac{1}{2} \leqslant \tau \leqslant 2$ ).
So, if we let $\lambda^{0}=\frac{\frac{2^{\beta+p-4}}{p} \hat{\lambda}_{1}(p)+2^{\beta-3}\left\|D \hat{u}_{1}(p)\right\|_{2}^{2}}{\xi\left\|\hat{u}_{1}(p)\right\|_{\beta}^{\beta}}$ and define

$$
\lambda_{*}^{0}=\max \left\{\lambda^{0}, \lambda_{*}\right\},
$$

then we infer from (33) that

$$
\begin{aligned}
& \hat{\sigma}_{\lambda}^{+}\left(\tau \hat{u}_{1}(p)\right)<0 \quad \text { for all } \lambda>\lambda_{*}^{0}, \\
\Rightarrow & \hat{\sigma}_{\lambda}^{+}\left(\hat{u}_{\lambda}^{*}\right)<0=\hat{\sigma}_{\lambda}^{+}(0) \quad \text { for all } \lambda>\lambda_{*}^{0} \text { (see 30), } \\
\Rightarrow & \hat{u}_{\lambda}^{*} \neq 0 \text { and } \hat{u}_{\lambda}^{*} \in K_{\hat{\sigma}_{\lambda}^{+}} \quad \text { for all } \lambda>\lambda_{*}^{0} \text { (see 30), } \\
\Rightarrow & \hat{u}_{\lambda}^{*}=u_{\lambda}^{*} \quad \text { for all } \lambda>\lambda_{*}^{0}(\text { see Claim 1). }
\end{aligned}
$$

By (27) it is clear that $\left.\hat{\sigma}_{\lambda}^{+}\right|_{C_{+}}=\left.\hat{\sigma}_{\lambda}\right|_{C_{+}}$. Since $u_{\lambda}^{*} \in D_{+}$, it follows from (30) that

$$
\begin{aligned}
& u_{\lambda}^{*} \text { is a local } C^{1}(\bar{\Omega})-\text { minimizer of } \hat{\sigma}_{\lambda}, \\
& \quad \Rightarrow u_{\lambda}^{*} \text { is a local } W_{0}^{1, p}(\Omega)-\text { minimizer of } \hat{\sigma}_{\lambda}(\text { see Proposition 2). }
\end{aligned}
$$

Similarly for $v_{\lambda}^{*} \in-D_{+}$, using this time the functional $\hat{\sigma}_{\lambda}^{-}$.
This proves Claim 2.
Without any loss of generality, we may assume that

$$
\hat{\sigma}_{\lambda}\left(v_{\lambda}^{*}\right) \leqslant \hat{\sigma}\left(u_{\lambda}^{*}\right) .
$$

By (29) and Claim 2, we see that we can find small $\rho \in(0,1)$ such that

$$
\begin{equation*}
\hat{\sigma}_{\lambda}\left(v_{\lambda}^{*}\right) \leqslant \hat{\sigma}_{\lambda}\left(u_{\lambda}^{*}\right)<\inf \left\{\hat{\sigma}_{\lambda}(u):\left\|u-u_{\lambda}^{*}\right\|=\rho\right\}=\hat{m}_{\lambda},\left\|v_{\lambda}^{*}-u_{\lambda}^{*}\right\|>\rho \tag{34}
\end{equation*}
$$

(see Aizicovici, Papageorgiou and Staicu [1], proof of Proposition 29). The functional $\hat{\sigma}_{\lambda}$ is coercive (see 27). Hence

$$
\begin{equation*}
\hat{\sigma}_{\lambda} \text { satisfies the PS-condition. } \tag{35}
\end{equation*}
$$

Then (34), (35) permit the use of Theorem 1 (the mountain pass theorem). So, we can find $y_{\lambda} \in$ $W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
y_{\lambda} \in K_{\hat{\sigma}_{\lambda}} \text { and } \hat{m}_{\lambda} \leqslant \hat{\sigma}_{\lambda}\left(y_{\lambda}\right) . \tag{36}
\end{equation*}
$$

Using (34), (36) and Claim 1, we have

$$
\begin{aligned}
y_{\lambda} & \in\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega}), y_{\lambda} \notin\left\{v_{\lambda}^{*}, u_{\lambda}^{*}\right\}, \\
& \Rightarrow y_{\lambda} \text { is a smooth solution of }\left(P_{\lambda}\right) .
\end{aligned}
$$

We need to show that $y_{\lambda} \neq 0$, in order to conclude that $y_{\lambda}$ is a smooth nodal solution of $\left(P_{\lambda}\right)$ for $\lambda>\lambda_{*}^{0}$.

From the previous argument we have that $y_{\lambda}$ is a critical point of mountain pass type for the functional $\hat{\sigma}_{\lambda}$. Therefore we have

$$
\begin{equation*}
C_{1}\left(\hat{\sigma}_{\lambda}, y_{\lambda}\right) \neq 0 \tag{37}
\end{equation*}
$$

(see Motreanu et al. [25, Corollary 6.81, p. 168]).
Hypothesis $H_{1}(i)$ implies that we can find $\delta_{2} \in(0, \eta)$ such that

$$
\begin{equation*}
F(z, x) \leqslant \frac{1}{r}|x|^{r} \text { for almost all } z \in \Omega, \quad \text { and all }|x| \leqslant \delta_{2} . \tag{38}
\end{equation*}
$$

Since $u_{\lambda}^{*} \in D_{+}$and $v_{\lambda}^{*} \in-D_{+}$, we see that

$$
\operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \neq \emptyset
$$

So, we can find $\delta_{3}>0$ such that

$$
\begin{equation*}
B_{\delta_{3}}^{C_{0}^{1}(\bar{\Omega})}=\left\{u \in C_{0}^{1}(\bar{\Omega}):\|u\|_{C_{0}^{1}(\bar{\Omega})}<\delta_{3}\right\} \subseteq\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega}) . \tag{39}
\end{equation*}
$$

Then for $u \in B_{\delta_{3}}^{C_{0}^{1}(\bar{\Omega})}$, we have

$$
\begin{aligned}
\hat{\sigma}_{\lambda}(u) & \geqslant \frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\frac{1}{r}\|u\|_{r}^{r}(\text { see 38, 39) } \\
& \left.\geqslant \frac{1}{p}\|u\|^{p}-c_{10}\|u\|^{r} \text { for some } c_{10}>0 \text { (recall that } r<p^{*}\right) .
\end{aligned}
$$

Since $r>p$, we see that by choosing $\delta_{3}>0$ even smaller if necessary, we have

$$
\begin{align*}
& \hat{\sigma}_{\lambda}(u) \geqslant 0, \\
\Rightarrow & u=0 \text { is a local } C_{0}^{1}(\bar{\Omega}) \text {-minimizer of } \hat{\sigma}_{\lambda}, \\
\Rightarrow & u=0 \text { is a local } W_{0}^{1, p}(\Omega) \text {-minimizer of } \hat{\sigma}_{\lambda} \text { (see Proposition 2), } \\
\Rightarrow & C_{k}\left(\hat{\sigma}_{\lambda}, 0\right)=\delta_{k, 0} \mathbb{Z} \text { for all } k \in \mathbb{N}_{0} . \tag{40}
\end{align*}
$$

Comparing (37) and (40), we infer that

$$
\begin{aligned}
& y_{\lambda} \neq 0 \\
\Rightarrow & y_{\lambda} \in C_{0}^{1}(\bar{\Omega}) \text { is a nodal solution of }\left(P_{\lambda}\right) \text { for } \lambda>\lambda_{*}^{0} .
\end{aligned}
$$

Let $\hat{\xi}>0$ be as postulated by hypothesis $H_{1}(i v)$. Then for $x>y, x, y \in[-\eta, \eta]$ we have

$$
\begin{aligned}
f(z, x)-f(z, y) & \geqslant-\hat{\xi}\left(|x|^{p-2} x-|y|^{p-2} y\right) \\
& \geqslant-\hat{\xi} c_{11}|x-y| \text { for some } c_{11}>0(\text { recall that } p>2) .
\end{aligned}
$$

Because of this inequality and since $u_{\lambda}^{*}, v_{\lambda}^{*}$ are solutions of $\left(P_{\lambda}\right), u_{\lambda}^{*} \neq v_{\lambda}^{*}$, we have from the tangency principle of Pucci and Serrin [31, p. 35],

$$
\begin{equation*}
y_{\lambda}(z)<u_{\lambda}^{*}(z) \quad \text { for all } z \in \Omega . \tag{41}
\end{equation*}
$$

Let $\hat{\xi}_{0}>\hat{\xi}$. We have

$$
\begin{align*}
& -\Delta_{p} y_{\lambda}(z)-\Delta y_{\lambda}(z)+\lambda \hat{\xi}_{0}\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z) \\
& \quad=\lambda\left[f\left(z, y_{\lambda}(z)\right)+\hat{\xi}_{0}\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z)\right] \\
& \quad=\lambda\left[f\left(z, y_{\lambda}(z)\right)+\hat{\xi}\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z)+\left(\hat{\xi}_{0}-\hat{\xi}\right)\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z)\right] \\
& \\
& \leqslant \lambda\left[f\left(z, u_{\lambda}^{*}(z)\right)+\hat{\xi} u_{\lambda}^{*}(z)^{p-1}+\left(\hat{\xi}_{0}-\xi\right) u_{\lambda}^{*}(z)^{p-1}\right] \quad\left(\text { see hypothesis } H_{1}(i v)\right)  \tag{42}\\
& \quad=-\Delta_{p} u_{\lambda}^{*}(z)-\Delta u_{\lambda}^{*}(z)+\lambda \hat{\xi}_{0} u_{\lambda}^{*}(z)^{p-1} \text { for almost all } z \in \Omega\left(\text { since } u_{\lambda}^{*} \in S_{+}\right) .
\end{align*}
$$

Set $h_{1}(z)=f\left(z, y_{\lambda}(z)\right)+\hat{\xi}\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z)+\left(\hat{\xi}_{0}-\hat{\xi}\right)\left|y_{\lambda}(z)\right|^{p-2} y_{\lambda}(z)$ and
$h_{2}(z)=f\left(z, u_{\lambda}^{*}(z)\right)+\hat{\xi} u_{\lambda}^{*}(z)^{p-1}+\left(\hat{\xi}_{0}-\hat{\xi}\right) u_{\lambda}^{*}(z)^{p-1}$.
Since $u_{\lambda}^{*}, y_{\lambda} \in C^{1}(\bar{\Omega})$ and using hypothesis $H_{1}(i v)$ and (41), we see that

$$
h_{1} \prec h_{2} .
$$

Then it follows from (42) and Proposition 3 that

$$
u_{\lambda}^{*}-y_{\lambda} \in D_{+} .
$$

Similarly, we show that

$$
y_{\lambda}-v_{\lambda}^{*} \in D_{+} .
$$

Therefore

$$
y_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] .
$$

This completes the proof.
Se, we can state our first multiplicity theorem for problem $\left(P_{\lambda}\right)$.
Theorem 15. If hypotheses $H_{1}$ hold, then we can find $\lambda_{*}^{0}>0$ such that for all $\lambda>\lambda_{*}^{0}$ problem $\left(P_{\lambda}\right)$ has at least three nontrivial solutions

$$
\hat{u}_{\lambda} \in D_{+}, \hat{v}_{\lambda} \in-D_{+} \text {and } y_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] \text { nodal. }
$$

We can improve this theorem and produce a second nodal solution provided we strengthen the conditions on $f(z, \cdot)$.

The new hypotheses on the reaction $f(z, x)$ are the following.
$H_{2}: f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a measurable function such that for almost all $z \in \Omega, f(z, 0)=0, f(z, \cdot) \in$ $C^{1}(\mathbb{R}, \mathbb{R})$ and
(i) there exists $r \in\left(p, p^{*}\right)$ such that $\lim _{x \rightarrow 0} \frac{f(z, x)}{|x|^{r-2} x}=0$ uniformly for almost all $z \in \Omega$;
(ii) if $F(z, x)=\int_{0}^{x} f(z, s) \mathrm{d} s$, then there exists $\beta \in\left(r, p^{*}\right)$ such that $\lim _{x \rightarrow 0} \frac{F(z, x)}{|x|^{\beta}}=+\infty$ uniformly for almost all $z \in \Omega$;
(iii) there exists $q \in\left(p, p^{*}\right)$ and $\delta>0$ such that

$$
\begin{array}{r}
0<q F(z, x) \leqslant f(z, x) x \text { for almost all } z \in \Omega, \quad \text { and all } 0<|x| \leqslant \delta, \\
\left|f_{x}^{\prime}(z, x)\right| \leqslant a_{0}(z) \text { for almost all } z \in \Omega \text { and all }|x| \leqslant \delta \text { with } a_{0} \in L^{\infty}(\Omega) .
\end{array}
$$

Remark 1. Evidently, hypothesis $H_{1}(i)$ implies that $f_{x}^{\prime}(z, 0)=0$ for almost all $z \in \Omega$. In the framework of the above conditions, hypothesis $H_{1}(i v)$ is automatically satisfied by the mean value theorem and hypothesis $H_{2}(i i i)$. Therefore, hypotheses $H_{2}$ are a more restricted version of hypotheses $H_{1}$.

Theorem 16. If hypotheses $H_{2}$ hold, then there exists $\lambda_{*}^{0}>0$ such that for all $\lambda>\lambda_{*}^{0}$ problem $\left(P_{\lambda}\right)$ has at least four nontrivial smooth solutions

$$
\begin{aligned}
& \hat{u}_{\lambda} \in D_{+}, \hat{v}_{\lambda} \in-D_{+}, \\
& \quad y_{\lambda}, \hat{y}_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] \text { nodal } .
\end{aligned}
$$

Proof. From Proposition 10, we know that we can find $\lambda_{*}^{0}>0$ such that for all $\lambda>\lambda_{*}^{0}$ problem $\left(P_{\lambda}\right)$ has at least three nontrivial smooth solutions

$$
\begin{equation*}
\hat{u}_{\lambda} \in D_{+}, \hat{v}_{\lambda} \in-D_{t} \text { and } y_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] \text { nodal. } \tag{43}
\end{equation*}
$$

We use the notation introduced in the proof of Proposition 14. By Claim 2 of that proof, we know that $\hat{u}_{\lambda}$ and $\hat{v}_{\lambda}$ are both local minimizers of the functional $\hat{\sigma}_{\lambda}$. Therefore we have

$$
\begin{equation*}
C_{k}\left(\hat{\sigma}_{\lambda}, \hat{u}_{\lambda}\right)=C_{k}\left(\hat{\sigma}_{\lambda}, \hat{v}_{\lambda}\right)=\delta_{k, 0} \mathbb{Z} \quad \text { for all } k \in \mathbb{N}_{0} . \tag{44}
\end{equation*}
$$

Moreover, from (37) we have

$$
\begin{equation*}
C_{1}\left(\hat{\sigma}_{\lambda}, y_{\lambda}\right) \neq 0 \tag{45}
\end{equation*}
$$

Consider the functional $\hat{\varphi}_{\lambda} \in C^{2}\left(W_{0}^{1, p}(\Omega), \mathbb{R}\right)$ introduced before Proposition 8 (note that because of hypotheses $H_{2}$ and since $\rho \in C^{2}(\mathbb{R},[0,1])$, we have that $\hat{\varphi}_{\lambda}$ is $\left.C^{2}\right)$. We consider the homotopy

$$
h_{\lambda}(t, u)=(1-t) \hat{\sigma}_{\lambda}(u)+t \hat{\varphi}_{\lambda}(u) \quad \text { for all }(t, u) \in[0,1] \times W_{0}^{1, p}(\Omega)
$$

Suppose we could find $\left\{t_{n}\right\}_{n \geqslant 1} \subseteq[0,1]$ and $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
t_{n} \rightarrow t \in[0,1], u_{n} \rightarrow y_{\lambda} \text { in } W_{0}^{1, p}(\Omega) \text { and }\left(h_{\lambda}\right)_{u}^{\prime}\left(t_{n}, u_{n}\right)=0 \text { for all } n \in \mathbb{N} . \tag{46}
\end{equation*}
$$

From the equality in (46), we have

$$
\left\langle A_{p}\left(u_{n}\right), h\right\rangle+\left\langle A\left(u_{n}\right), h\right\rangle=\left(1-t_{n}\right) \lambda \int_{\Omega} \hat{g}\left(z, u_{n}\right) h \mathrm{~d} z+t_{n} \lambda \int_{\Omega} \hat{f}\left(z, u_{n}\right) h \mathrm{~d} z
$$

for all $h \in W_{0}^{1, p}(\Omega)$, all $n \in \mathbb{N}$

$$
\Rightarrow-\Delta_{p} u_{n}(z)-\Delta u_{n}(z)=\lambda\left[\left(1-t_{n}\right) \hat{g}\left(z, u_{n}(z)\right)+t_{n} \hat{f}\left(z, u_{n}(z)\right)\right]
$$

$$
\text { for almost all } z \in \Omega,\left.u_{n}\right|_{\partial \Omega}=0 \quad \text { for all } n \in \mathbb{N} .
$$

Corollary 8.6 of Motreanu et al. [25, p. 208], implies that we can find $c_{12}>0$ such that

$$
\left\|u_{n}\right\|_{\infty} \leqslant c_{12} \quad \text { for all } n \in \mathbb{N}
$$

Then Theorem 1 of Lieberman [22] implies that we can find $\alpha \in(0,1)$ and $c_{13}>0$ such that

$$
\begin{equation*}
u_{n} \in C_{0}^{1, \alpha}(\bar{\Omega}),\left\|u_{n}\right\|_{C_{0}^{1, \alpha}(\bar{\Omega})} \leqslant c_{13} \text { for all } n \in \mathbb{N} \tag{47}
\end{equation*}
$$

Exploiting the compact embedding of $C_{0}^{1, \alpha}(\bar{\Omega})$ into $C_{0}^{1}(\bar{\Omega})$, from (46) and (47) we infer that

$$
\begin{aligned}
& u_{n} \rightarrow y_{n} \text { in } C_{0}^{1}(\bar{\Omega}), \\
\Rightarrow & u_{n} \in\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] \quad \text { for all } n \geqslant n_{0} \text { (see 43), } \\
\Rightarrow & \left\{u_{n}\right\}_{n \geqslant 1} \subseteq K_{\hat{\sigma}_{\lambda}}(\text { see } 27 \text { and recall the definition of } \hat{f}),
\end{aligned}
$$

a contradiction to our hypothesis that $K_{\hat{\sigma}_{\lambda}}$ is finite (see 29). Hence (46) cannot occur and from the homotopy invariance of critical groups (see Gasinski and Papageorgiou [19, Theorem 5.125, p. 836]), we have

$$
\begin{align*}
& C_{k}\left(\hat{\sigma}_{\lambda}, y_{\lambda}\right)=C_{k}\left(\hat{\varphi}_{\lambda}, y_{\lambda}\right) \quad \text { for all } k \in \mathbb{N}_{0},  \tag{48}\\
\Rightarrow & C_{1}\left(\hat{\varphi}_{\lambda}, y_{\lambda}\right) \neq 0(\text { see } 45) . \tag{49}
\end{align*}
$$

Since $\hat{\varphi}_{\lambda} \in C^{2}\left(W_{0}^{1, p}(\Omega), \mathbb{R}\right)$, from (49) and Papageorgiou and Rădulescu [26] (see Proposition 3.5, Claim 3), we have

$$
\begin{align*}
C_{k}\left(\hat{\varphi}_{\lambda}, y_{\lambda}\right) & =\delta_{k, 1} \mathbb{Z} \text { for all } k \in \mathbb{N}_{0} \\
\Rightarrow C_{k}\left(\hat{\sigma}_{\lambda}, y_{\lambda}\right) & =\delta_{k, 1} \mathbb{Z} \quad \text { for all } k \in \mathbb{N}_{0} \text { (see 48). } \tag{50}
\end{align*}
$$

From the proof of Proposition 14, we know that $u=0$ is a local minimizer of $\hat{\sigma}_{\lambda}$. Hence

$$
\begin{equation*}
C_{k}\left(\hat{\sigma}_{\lambda}, 0\right)=\delta_{k, 0} \mathbb{Z} \quad \text { for all } k \in \mathbb{N}_{0} . \tag{51}
\end{equation*}
$$

By (27) it is clear that $\hat{\sigma}_{\lambda}$ is coercive. Hence

$$
\begin{equation*}
C_{k}\left(\hat{\sigma}_{\lambda}, \infty\right)=\delta_{k, 0} \mathbb{Z} \quad \text { for all } k \in \mathbb{N}_{0} . \tag{52}
\end{equation*}
$$

Suppose that $K_{\hat{\sigma}_{\lambda}}=\left\{\hat{u}_{\lambda}, \hat{v}_{\lambda}, y_{\lambda}, 0\right\}$. Then from (44), (50), (51), (52) and the Morse relation with $t=-1$ (see 2), we have

$$
2(-1)^{0}+(-1)^{1}+(-1)^{0}=(-1)^{0}
$$

a contradiction. This means that there exists $\hat{y}_{\lambda} \in K_{\hat{\sigma}_{\lambda}}, \hat{y}_{\lambda} \notin\left\{\hat{u}_{\lambda}, \hat{v}_{\lambda}, y_{\lambda}, 0\right\}$. Assuming without any loss of generality that the two constant-sign solutions $\left\{\hat{u}_{\lambda}, \hat{v}_{\lambda}\right\}$ are extremal (that is, $\hat{u}_{\lambda}=u_{\lambda}^{*}, \hat{v}_{\lambda}=v_{\lambda}^{*}$, see Proposition 13), we have that

$$
\hat{y}_{\lambda} \in\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] \cap C_{0}^{1}(\bar{\Omega}) \text { (see Claim } 2 \text { in the proof of Proposition 14) is nodal. }
$$

Moreover, as in the proof of Proposition 14, using Proposition 3, we show that

$$
\hat{y}_{\lambda} \in \operatorname{int}_{C_{0}^{1}(\bar{\Omega})}\left[\hat{v}_{\lambda}, \hat{u}_{\lambda}\right] .
$$

The proof of Theorem 16 is now complete.

## 4. Infinitely many nodal solutions

In this section we introduce a symmetry condition on $f(z, \cdot)$ (namely, that it is odd) and using Theorem 4, we show that for all $\lambda>0$ big, problem $\left(P_{\lambda}\right)$ has a whole sequence of nodal solutions converging to zero in $C_{0}^{1}(\bar{\Omega})$.

The new hypotheses on the reaction term $f(z, x)$ are the following:
$H_{3}: f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function such that for almost all $z \in \Omega, f(z, 0)=0, f(z, \cdot)$ is odd and hypotheses $H_{3}$ (i), (ii), (iii), (iv) are the same as the corresponding hypotheses $H_{1}$ (i), (ii), (iii), (iv).

Theorem 17. If hypotheses $H_{3}$ hold, then we can find $\lambda_{*}^{1}>0$ such that for all $\lambda>\lambda_{*}^{1}$ problem $\left(P_{\lambda}\right)$ has a sequence of nodal solutions $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq C_{0}^{1}(\bar{\Omega})$ such that $u_{n} \rightarrow 0$ in $C_{0}^{1}(\bar{\Omega})$.

Proof. Let $\hat{f}(z, x)$ be as in Section 3. Consider its truncation at $\{-\eta, \eta\}$, that is, the Carathéodory function

$$
\tilde{f}(z, x)= \begin{cases}f(z,-\eta) & \text { if } x<-\eta  \tag{53}\\ f(z, x) & \text { if }-\eta \leqslant x \leqslant \eta(\text { see } 4) \\ f(z, \eta) & \text { if } \eta<x .\end{cases}
$$

We set $\tilde{F}(z, x)=\int_{0}^{x} \tilde{f}(z, s) \mathrm{d} s$ and consider the $C^{1}$-functional $\tilde{\varphi}_{\lambda}: W_{0}^{1, p}(\Omega) \rightarrow \mathbb{R}$ defined by

$$
\tilde{\varphi}_{\lambda}(u)=\frac{1}{p}\|D u\|_{p}^{p}+\frac{1}{2}\|D u\|_{2}^{2}-\lambda \int_{\Omega} \tilde{F}(z, u) \mathrm{d} z \quad \text { for all } u \in W_{0}^{1, p}(\Omega) .
$$

Evidently, $\tilde{\varphi}_{\lambda}$ is even, coercive (see 53); hence, it is also bounded below and satisfies the PS-condition. Moreover, $\tilde{\varphi}_{\lambda}(0)=0$.

Let $Y \subseteq W_{0}^{1, p}(\Omega)$ be a finite dimensional subspace. All norms on Y are equivalent. So, we can find $\rho_{0}>0$ such that

$$
\begin{equation*}
u \in Y,\|u\| \leqslant \rho_{0} \Rightarrow|u(z)| \leqslant \eta \text { for almost all } z \in \Omega \tag{54}
\end{equation*}
$$

Hypothesis $H_{3}(i i)$ implies that we can find $\xi_{1}>0$ such that

$$
\begin{equation*}
\left.\tilde{F}(z, x) \geqslant \xi_{1}|x|^{\beta} \text { for almost all } z \in \Omega \text {, and all }|x| \leqslant \eta \text { (see } 3\right) \text {. } \tag{55}
\end{equation*}
$$

Using (54), (55) and reasoning as in the proof of Proposition 14, we can find $\lambda_{*}^{1}>0$ such that for all $\lambda>\lambda_{*}^{1}$ we can find $\rho_{\lambda}>0$ for which we have

$$
\sup \left\{\tilde{\varphi}_{\lambda}(u): u \in Y,\|u\|=\rho_{\lambda}\right\}<0
$$

Applying Theorem 4, we can find $\left\{u_{n}\right\}_{n \geqslant 1} \subseteq K_{\tilde{\varphi}_{\lambda}}$ such that

$$
\begin{equation*}
u_{n} \rightarrow 0 \text { in } W_{0}^{1, p}(\Omega) \tag{56}
\end{equation*}
$$

As before, using the nonlinear regularity theory and (55), we have

$$
\begin{aligned}
& u_{n} \rightarrow 0 \text { in } C_{0}^{1}(\bar{\Omega}), \\
\Rightarrow & u_{n} \in\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \text { for all } n \geqslant n_{0} \text { (see Proposition (13)), } \\
\Rightarrow & \left\{u_{n}\right\}_{n} \geqslant n_{0} \text { are nodal solutions of }\left(P_{\lambda}\right) \text { for } \lambda>\lambda_{*}^{1} .
\end{aligned}
$$

The proof of Theorem 17 is now complete.

## Acknowledgements

This research was supported by the Slovenian Research Agency grants P1-0292, J1-8131, J1-7025, N10064 , and N1-0083. V.D. Rădulescu acknowledges the support through a grant of the Romanian Ministry of Research and Innovation, CNCS-UEFISCDI, Project Number PN-III-P4-ID-PCE-2016-0130, within PNCDI III.

Open Access. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

## References

[1] Aizicovici, S., Papageorgiou, N.S., Staicu, V.: Degree Theory for Operators of Monotone Type and Nonlinear Elliptic Equations with Inequality Constraints. Memoirs of the American Mathematical Society, vol. 196, no. 915 (2008)
[2] Aizicovici, S., Papageorgiou, N.S., Staicu, V.: Nodal solutions for ( $p, 2$ )-equations. Trans. Am. Math. Soc. 367, 7343-7372 (2015)
[3] Ambrosetti, A., Rabinowitz, P.: Dual variational methods in critical point theory and applications. J. Funct. Anal. 14, 349-381 (1973)
[4] Arcoya, D., Ruiz, D.: The Ambrosetti-Prodi problem for the p-Laplace operator. Comm. Partial Differ. Equ. 31, 849-865 (2006)
[5] Ball, J.M.: Convexity conditions and existence theorems in nonlinear elasticity. Arch. Ration. Mech. Anal. 63(4), 337-403 (1976/77)
[6] Ball, J.M.: Discontinuous equilibrium solutions and cavitation in nonlinear elasticity. Philos. Trans. R. Soc. Lond. Ser. A 306(1496), 557-611 (1982)
[7] Baroni, P., Colombo, M., Mingione, G.: Harnack inequalities for double phase functionals. Nonlinear Anal. 121, 206-222 (2015)
[8] Baroni, P., Colombo, M., Mingione, G.: Nonautonomous functionals, borderline cases and related function classes. Algebra i Analiz 27(3), 6-50 (2015); translation in St. Petersburg Math. J. 27(3), 347-379 (2016)
[9] Baroni, P., Colombo, M., Mingione, G.: Regularity for general functionals with double phase. Calc. Var. Partial Differ. Equ. (to appear)
[10] Cherfils, L., Ilyasov, Y.: On the stationary solutions of generalized reaction diffusion equations with $p \& q$ Laplacian. Commun. Pure Appl. Anal. 4, 9-22 (2005)
[11] Colombo, M., Mingione, G.: Regularity for double phase variational problems. Arch. Ration. Mech. Anal. 215(2), 443496 (2015)
[12] Colombo, M., Mingione, G.: Bounded minimisers of double phase variational integrals. Arch. Ration. Mech. Anal. 218(1), 219-273 (2015)
[13] Costa, D., Wang, Z.-Q.: Multiplicity results for a class of superlinear elliptic problems. Proc. Am. Math. Soc. 133, 787-794 (2005)
[14] Derrick, G.H.: Comments on nonlinear wave equations as models for elementary particles. J. Math. Phys. 5, 1252-1254 (1964)
[15] Filippakis, M., O'Regan, D., Papageorgiou, N.S.: Positive solutions and bifurcation phenomena for nonlinear elliptic equations of logistic type: the superdiffusive case. Commun. Pure Appl. Anal. 9, 1507-1527 (2010)
[16] Filippakis, M., Papageorgiou, N.S.: Multiple constant sign and nodal solutions for nonlinear elliptic equations with the p-Laplacian. J. Differ. Equ. 245, 1883-1922 (2008)
[17] Gasinski, L., Papageorgiou, N.S.: Nonlinear Analysis. Chapman \& Hall/CRC, Boca Raton (2006)
[18] Gasinski, L., Papageorgiou, N.S.: Multiple solutions for nonlinear coercive problems with a nonhomogeneous differential operator and a nonsmooth potential. Set Valued Var. Anal. 20, 417-443 (2012)
[19] Gasinski, L., Papageorgiou, N.S.: Exercises in Analysis. Part 2: Nonlinear Analysis. Springer, Heidelberg (2016)
[20] Hu, S., Papageorgiou, N.S.: Handbook of Multivaluated Analysis. Volume I: Theory. Kluwer Academic Publishers, Dordrecht (1997)
[21] Kajikiya, R.: A critical point theorem related to the symmetric mountain pass lemma and its applications to elliptic equations. J. Funct. Anal. 255, 352-370 (2005)
[22] Lieberman, G.: Boundary regularity for solutions of degenerate elliptic equations. Nonlinear Anal. 12, 1203-1219 (1988)
[23] Marcellini, P.: On the definition and the lower semicontinuity of certain quasiconvex integrals. Ann. Inst. H. Poincaré Anal. Non Linéaire 3, 391-409 (1986)
[24] Marcellini, P.: Regularity and existence of solutions of elliptic equations with $p, q$-growth conditions. J. Differ. Equ. 90, 1-30 (1991)
[25] Motreanu, D., Motreanu, V., Papageorgiou, N.S.: Topological and Variational Methods with Applications to Nonlinear Boundary Value Problems. Springer, New York (2014)
[26] Papageorgiou, N.S., Rădulescu, V.D.: Qualitative phenomena for some classes of quasilinear elliptic equations with multiple resonance. Appl. Math. Optim. 69, 393-430 (2014)
[27] Papageorgiou, N.S., Rădulescu, V.D.: Resonant ( $p, 2$ )-equations with asymmetric reaction. Anal. Appl. 13, 481-506 (2015)
[28] Papageorgiou, N.S., Rădulescu, V.D.: Nonlinear nonhomogeneous Robin problems with superlinear reaction term. Adv. Nonlinear Stud. 16, 737-764 (2016)
[29] Papageorgiou, N.S., Rădulescu, V.D., Repovš, D.D.: On a class of parametric ( $p, 2$ )-equations. Appl. Math. Optim. 75, 193-228 (2017)
[30] Papageorgiou, N.S., Smyrlis, G.: On nonlinear nonhomogeneous resonant Dirichlet equations. Pacif. J. Math. 264, 421-453 (2013)
[31] Pucci, P., Serrin, J.: The Maximum Principle. Birkhäuser, Basel (2007)
[32] Sun, M.: Multiplicity of solutions for a class of quasilinear elliptic equations at resonance. J. Math. Anal. Appl. 386, 661-668 (2012)
[33] Sun, M., Zhang, M., Su, J.: Critical groups at zero and multiple solutions for a quasilinear elliptic equation. J. Math. Anal. Appl. 428, 696-712 (2015)
[34] Wilhelmsson, H.: Explosive instabilities of reaction-diffusion equations. Phys. Rev. A 36, 965-966 (1987)
[35] Zhikov, V.V.: Averaging of functionals of the calculus of variations and elasticity theory. Izv. Akad. Nauk SSSR Ser. Mat. 50(4), 675-710 (1986); English translation in Math. USSR-Izv. 29(1), 33-66 (1987)
[36] Zhikov, V.V.: On Lavrentiev's phenomenon. Russ. J. Math. Phys. 3(2), 249-269 (1995)

Nikolaos S. Papageorgiou
Department of Mathematics
National Technical University
Zografou Campus
15780 Athens
Greece
e-mail: npapg@math.ntua.gr
Nikolaos S. Papageorgiou and Vicenţiu D. Rădulescu
Institute of Mathematics, Physics and Mechanics
Jadranska 19
1000 Ljubljana
Slovenia
Vicenţiu D. Rădulescu
Faculty of Applied Mathematics
AGH University of Science and Technology
al. Mickiewicza 30
30-059 Kraków
Poland
Vicenţiu D. Rădulescu
Institute of Mathematics "Simion Stoilow" of the Romanian Academy
P.O. Box 1-764 014700 Bucharest

Romania
e-mail: vicentiu.radulescu@imar.ro

Dušan D. Repovš
Faculty of Education
University of Ljubljana
1000 Ljubljana
Slovenia
e-mail: dusan.repovs@guest.arnes.si
Dušan D. Repovš
Faculty of Mathematics and Physics
University of Ljubljana
1000 Ljubljana
Slovenia
(Received: March 7, 2018)

