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#### Abstract

In this article, we develop results on the behavior of fixed points sets of set-valued pseudo-contraction mappings. Then, we investigate the notions related to the Aubin property and make use of connections between the two involved set-valued nonnecessarily Lipschitzian mappings to obtain results on the inverse of their sum similar to those in the literature generalizing Lyusternik and Graves theorems. By proximal convergence, we apply our results to the sensitivity analysis of variational inclusions.
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## 1. Introduction

Studies about the inverse of sum of set-valued mappings have drawn in the last years the attention of many authors and constitute today an important and active research field. One of the principal motivations of such studies is related to the existence of solutions of variational inclusions. Recall that a variational inclusion (or a generalized equation) is a problem of the form

$$
\begin{equation*}
\text { find } x \in X \text { such that } y \in A(x) \tag{VI}
\end{equation*}
$$

where $A$ is a set-valued mapping acting between two Banach spaces $X$ and $Y$, and $y \in Y$ is a given point. In many cases, the point $y$ could be of the form $f(x)$ where $f$ is a single-valued function from $X$ to $Y$ or of the form $f(p, x)$ with $p$ a parameter leading to an important class of variational inclusions called parameterized generalized equations.

It is well known that this problem serves as a general framework for describing in a unified manner various problems arising in nonlinear analysis and in other areas in mathematics including optimization problems and variational inequality problems; for more information on the subject with survey of old and recent developments, we refer to [20] and the references therein.

[^0]In the simple case of a single-valued mapping $A$, problem (VI) reduces to a simply functional equation, and it is then related to the surjectivity of the involved single-valued mapping. From the same point of view, in the case of setvalued mappings, the problem is also related to the surjectivity of the involved set-valued mapping in the analog sense. The pioneering work in this direction is the well-known Banach open mapping theorem which guarantees that a continuous mapping acting between Banach spaces is open if and only if it is surjective.

Among various advancements in this area, there are also the famous works by Lyusternik [30] for nonlinear Fréchet differentiable functions and that of Graves [24] for nonlinear operators acting between Banach spaces. It should be emphasized that no differentiability assumption is made in the theorem of Graves. Also, many investigations about the solution mappings by classical differentiability or by the concepts of generalized differentiation have been performed and several results for variational inclusions have been obtained. This direction has given rise to the rich theory of what is known by the theory of implicit functions for parameterized generalized equations, see [20,25,34] and the references therein.

Another point of view having roots in the Milyutin's covering mapping theorem which, in turn, goes back to the theorem of Graves is what is known in the literature under the name of openness with linear rate or the covering property, see [15]. This approach makes use of a constant like that appearing in the Banach open mapping theorem for studying the regularity properties of the inverse of set-valued mappings and it has produced many results with applications to different kinds of variational inclusions in the infinite-dimensional settings. Recently, this direction has attracted a special attention of several authors, see, for instance, $[5,14,16,17,21,22]$ and the references therein. One can also consult, for instance, [6-9], to see the introduction of notion of locally covering maps and its applications to study the distance to the set of coincidence points of set-valued mappings. Many deep and important results are obtained and applied to different areas of mathematics, including stability and continuous dependence, system of differential inclusions, implicit function theorems, functional equations, and existence of double fixed points.

In this article, we investigate the necessary conditions to deal with the Lipschitzian property of the inverse of sum of two set-valued mappings. As the inverse of the inverse of a set-valued mapping is the set-valued mapping itself, and since the inverse of a Lipschitzian set-valued mapping need not be Lipschitzian, we wonder why always consider set-valued Lipschitzian mappings if we want to obtain that the inverse of their sum is Lipschitzian. This leads to say that nothing can prevent a set-valued non-Lipschitzian mapping to have an inverse set-valued mapping which is Lipschitzian. However, going back to the Banach open mapping theorem, we understand that this question has roots in the fact that the inverse of a surjective linear and continuous mapping acting
between Banach spaces has some regularity properties, and by linearity, the mapping itself is Lipschitzian. Of course, the situation is different when dealing with set-valued mappings. Motivated by this question, we investigate here the property of being set-valued pseudo-Lipschitzian to study the Lipschitzian property of the inverse of sum of two set-valued mappings.

The article is structured as follows. In the next section, we give the necessary background to deal with set-valued mappings in the settings of metric spaces and introduce some notions defined from the properties of set-valued pseudoLipschitzian mappings. In Section 3, by new arguments, we obtain results on the behavior of fixed points sets of set-valued pseudo-contraction mappings. Under new conditions, our results are comparable with those obtained in the literature, and more recently in $[3,10,11,32]$. In Section 4, we make use of our results on the behavior of fixed point sets of set-valued pseudo-contraction mappings to deal, following some techniques inspired from [14], with the inverse of sum of set-valued nonnecessarily Lipschitzian mappings. Under weakened conditions of the Lipschitzian property but with additional conditions on the existence of fixed points, we obtain that the inverse of sum of two set-valued mappings is Lipschitzian. In the last section, we make use of the proximal convergence to develop techniques and obtain results on the sensitivity analysis of variational inclusions.

## 2. Notations and preliminary results

Throughout this article, $(X, d)$ stands for a metric space. Given $x \in X$ and $r>0$, we denote by $B(x, r)$ (resp. $\bar{B}(x, r))$ the open (resp. closed) ball around $x$ with radius $r$.

Let $A$ be a nonempty subset of $X$. The distance from a point $x \in X$ is defined by $d(x, A):=\inf _{y \in A} d(x, y)$, and, as usual, $d(x, \emptyset)=+\infty$. The open ball around $A$ with radius $r$ is denoted by $B(A, r):=\bigcup_{u \in A} B(u, r)$.

For two subsets $A$ and $B$ of $X$, the excess of $A$ over $B$ (with respect to $d$ ) is denoted by $e(A, B)$ and is defined by $e(A, B):=\sup _{x \in A} d(x, B)$. In particular, we adopt the conventions $e(\emptyset, B):=0$ and $e(A, \emptyset):=+\infty$ if $A \neq \emptyset$.

The distance between $A$ and $B$ (with respect to $d$ ) is denoted by Haus $(A, B)$ and is defined by:

$$
\text { Haus }(A, B):=\max \{e(A, B), e(B, A)\} .
$$

Restricted to the closed subsets, Haus is a (extended real-valued) metric the so-called Pompeiu-Hausdorff metric.

Let $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ be two metric spaces. In the sequel, a set-valued mapping $T$ from $X$ to $Y$ will be denoted by $T: X \rightrightarrows Y$. The domain of $T$ is the set $\operatorname{dom}(T):=\{x \in X \mid T(x) \neq \emptyset\}$, and its graph is given by $\operatorname{grph}(T):=$ $\{(x, y) \in X \times Y \mid y \in T(x)\}$. If the graph of $T$ is closed, then $T$ has closed
values. The converse holds under additional conditions, in particular, if $T$ is upper semicontinuous, see for example [2, 12].

Recall that a set-valued mapping $T: X \rightrightarrows Y$ is said to be upper semicontinuous at a point $x_{0} \in X$ if for every open subset $V$ of $Y$ such that $T\left(x_{0}\right) \subset V$, there exists an open neighborhood $U$ of $x_{0}$ such that $T(x) \subset V$, for every $x \in U$. The set-valued mapping $T$ is said to be upper semicontinuous if it is upper semicontinuous at every point of $X$.

For a subset $A$ of $X$, we denote by $T(A):=\cup_{x \in A} T(x)$, the image of $A$ by $T$. For a subset $B$ of $Y$, the inverse image of $B$ by $T$ is $T^{-1}(B):=$ $\{x \in X \mid B \cap T(x) \neq \emptyset\}$, while $T^{-1}(y)$ stands for $T^{-1}(\{y\})$, if $y \in Y$. A setvalued mapping $T: X \rightrightarrows Y$ is upper semicontinuous if and only if $T^{-1}(B)$ is closed, for every closed subset $B$ of $Y$.

In the sequel, the fixed point set of a set-valued mapping $T: X \rightrightarrows X$ will be denoted by Fix ( $T$ ), that is, Fix $(T):=\{x \in X \mid x \in T(x)\}$.

The Lipschitz continuity (with respect to the Pompeiu-Hausdorff metric) is one of the most popular properties of set-valued mappings. A set-valued mapping $T: X \rightrightarrows Y$ is said to be $L$-Lipschitzian on $M \subset \operatorname{dom}(T)$ if it has closed values on $M$ and there exists $L \geq 0$ such that

$$
\text { Haus }\left(T\left(x_{1}\right), T\left(x_{2}\right)\right) \leq L d_{X}\left(x_{1}, x_{2}\right) \quad \forall x_{1}, x_{2} \in M
$$

If $X=Y$ and $L \in[0,1)$, then $T$ is called $L$-contraction on $M$.
To deal with the properties of inverse of the sum of two set-valued mappings, it has been proved in [14, Lemma 2] the following result for set-valued Lipschitzian mappings. If $T: X \rightrightarrows Y$ is $L$-Lipschitzian on $M$, then for every two nonempty subsets $A$ and $B$ of $M$,

$$
e(T(A), T(B)) \leq L e(A, B)
$$

This property being not adapted to our techniques, we develop here some analog properties related to pseudo-Lipschitzian set-valued mappings.

Recall that a set-valued mapping $T: X \rightrightarrows Y$ is said to be pseudo-Lipschitzian around $(x, y) \in \operatorname{grph}(T)$ if there exist a constant $L \geq 0$ and neighborhoods $M_{x} \subset \operatorname{dom}(T)$ of $x$ and $M_{y}$ of $y$ such that

$$
e\left(T\left(x_{1}\right) \cap M_{y}, T\left(x_{2}\right)\right) \leq L d_{X}\left(x_{1}, x_{2}\right) \quad \forall x_{1}, x_{2} \in M_{x}
$$

The notion of being pseudo-Lipschitzian around $(x, y)$ is called the Aubin property when $M_{x}$ and $M_{y}$ are closed balls around $x$ and $y$, respectively. It is well-known that the Aubin property of the set-valued mapping $T$ turns out to be equivalent to the metric regularity of the set-valued mapping $T^{-1}$, see [19, $22,25,27,28,31,35$ ] for more details on the notion of metric regularity and its applications to variational problems.

We extend the above definition to any two nonempty subsets $M_{x} \subset \operatorname{dom}(T)$ and $M_{y} \subset Y$, and we say that $T$ is L-pseudo-Lipschitzian on $M_{x}$ with respect to
$M_{y}$. When $X=Y, M_{x}=M_{y}=M$, and $L \in[0,1)$, the set-valued mapping $T$ is called $L$-pseudo-contraction with respect to $M$, see [10].

Let $M \subset \operatorname{dom}(T)$ and $N$ be two nonempty subsets of $X$, and $S$ a nonempty subset of $Y$. We say that $T$ is fully L-pseudo-Lipschitzian on $M$ for $N$ with respect to $S$ if for any two nonempty subsets $A$ and $B$ of $M$, we have

$$
e(T(A) \cap S, T(B)) \leq L e(A \cap N, B)
$$

It results immediately from the definition that any set-valued fully $L$-pseudoLipschitzian on $M$ for $N$ with respect to $S$ is $L$-pseudo-Lipschitzian on $M$ with respect to $S$. It is also fully $L$-pseudo-Lipschitzian on $M$ for $N^{\prime}$ with respect to $S$, for any subset $N^{\prime}$ containing $N$.

Conversely, any set-valued $L$-Lipschitzian mapping $T: X \rightrightarrows Y$ on a subset $M$ is fully $L$-pseudo-Lipschitzian on $M$ for $N$ with respect to any subset of $Y$, for any subset $N$ of $X$ containing $M$.

More generally, we have the following result for set-valued pseudo-Lipschitzian mappings which can be compared to [14, Lemma 2] where the proof is similar.

Proposition 2.1. Let $T: X \rightrightarrows Y$ be a set-valued L-pseudo-Lipschitzian on $M$ with respect to $S$. Then, for any nonempty subsets $A$ and $B$ of $M$, we have

$$
e(T(A) \cap S, T(B)) \leq L e(A, B)
$$

In particular, $T$ is fully L-pseudo-Lipschitzian on $M$ for $N$ with respect to $S$, for any subset $N$ containing $M$.

Proof. Let $A$ and $B$ be nonempty and contained in $M$. To avoid any confusion, put $A^{\prime}=\{x \in A \mid T(x) \cap S \neq \emptyset\}$. Then,

$$
\begin{aligned}
e(T(A) \cap S, T(B)) & =\sup _{u \in T(A) \cap S} d_{Y}(u, T(B)) \\
& =\sup _{x_{1} \in A^{\prime}} \sup _{u \in T\left(x_{1}\right) \cap S} \inf _{x_{2} \in B} d_{Y}\left(u, T\left(x_{2}\right)\right) \\
& \leq \sup _{x_{1} \in A^{\prime}} \inf _{x_{2} \in B} \sup _{u \in T\left(x_{1}\right) \cap S} d_{Y}\left(u, T\left(x_{2}\right)\right) \\
& =\sup _{x_{1} \in A^{\prime}} \inf _{x_{2} \in B} e\left(T\left(x_{1}\right) \cap S, T\left(x_{2}\right)\right) \\
& \leq L \sup _{x_{1} \in A^{\prime}} \inf _{x_{2} \in B} d_{X}\left(x_{1}, x_{2}\right) \\
& \leq L \sup _{x_{1} \in A} d_{X}\left(x_{1}, B\right)=\operatorname{Le}(A, B) .
\end{aligned}
$$

Since $e(A, B)=e(A \cap N, B)$ whenever $N$ contains $M$, then the set-valued mapping $T$ is fully $L$-pseudo-Lipschitzian on $M$ for $N$ with respect to $S$.

Although the notion of being fully pseudo-Lipschitzian seems to fit very well with the other existing notions such as those of being Lipschitzian and pseudoLipschitzian, it may be interesting to look for conditions involving it for a subset $N$ which does not necessarily contain $M$.

Proposition 2.2. Let T:X $\rightrightarrows$ Y be a set-valued L-pseudo-Lipschitzian on $M$ with respect to $S$, and let $N$ be a subset of $X$ such that $T(x) \cap S=\emptyset$, whenever $x \in M \backslash N$. Then, $T$ is fully L-pseudo-Lipschitzian on $M$ for $N$ with respect to $S$.

Proof. Let $A$ and $B$ be nonempty and contained in $M$. We remark that $T(A) \cap S=$ $T(A \cap N) \cap S$. The proof then follows step by step that of Proposition 2.1.

The following example provides us with a set-valued non-Lipschitzian mapping which is fully pseudo-Lipschitzian mapping, where $M$ is not contained in $N$. We can also choose $N$ in such a way that neither $M$ is contained in $N$ nor $N$ is contained in $M$.

Example 1. Let $T: \mathbb{R}^{2} \rightrightarrows \mathbb{R}^{2}$ be the set-valued mapping defined by:

$$
T((x, y))= \begin{cases}\{2 x\} \times([0,2|x|] \cup[3,+\infty[) & \text { if } \quad\|(x, y)\|<1, \\ \left.\{2 x\} \times] 0, x^{2}\right] & \text { if } \quad\|(x, y)\| \geq 1 .\end{cases}
$$

Let $M=S=B((0,0), 1)$ and $N=\left\{(x, y) \in M| | x \left\lvert\,<\frac{1}{2}\right.\right\}$. In this example, we have $N \subset M$. Clearly, the set-valued mapping $T$ is not Lipschitzian on $\mathbb{R}^{2}$. However, $T$ is $2 \sqrt{2}$-pseudo-Lipschitzian on $M$ with respect to $S$. We remark that for any $x \in M \backslash N, T(x) \cap S=\emptyset$. Then, we conclude by Proposition 2.2 that $T$ is fully $2 \sqrt{2}$-pseudo-Lipschitzian on $M$ for $N$ with respect to $S$.

If we take $N^{\prime}=N \cup N_{1}$ where $N_{1} \backslash M \neq \emptyset$, then $T$ is still fully $2 \sqrt{2}$-pseudoLipschitzian on $M$ for $N^{\prime}$ with respect to $S$. In this case, neither $M$ is contained in $N^{\prime}$ nor $N^{\prime}$ is contained in $M$.

Finally, recall that if $(Y, d)$ is a linear metric space, the distance $d$ is said to be shift-invariant metric if

$$
d\left(y+z, y^{\prime}+z\right)=d\left(y, y^{\prime}\right) \quad \text { for all } y, y^{\prime}, z \in X .
$$

Let $A$ and $B$ be two subsets of a linear metric space $(Y, d)$ with shift-invariant metric $d$, and $a, b, b^{\prime} \in Y$. It is shown in [14] that

$$
e(A+a, B+a) \leq e(A, B) \quad \text { and } \quad e\left(A+b, A+b^{\prime}\right) \leq d\left(b, b^{\prime}\right) .
$$

## 3. On the behaviors of fixed points sets of set-valued pseudo-contraction mappings

In this section, we will be concerned with the behaviors of fixed points sets of set-valued pseudo-contraction mappings.

Existence of fixed points is a subject which is not limited to set-valued contraction or pseudo-contraction mappings, and in this spirit, we will not make use here of classical conditions assuring existence of fixed points for set-valued mappings. More precisely, we will assume that the fixed points sets of the involved set-valued mappings are nonempty and linked in such a way that a result on the behaviors of their fixed points sets is derived. And instead of conditions on the distance between the images of the set-valued mappings as considered in some recent articles (see, for instance, [10, 32]), we impose conditions only on those for the fixed points.

We will not follow here classical procedures usually used when dealing with the behaviors of fixed points sets of set-valued mappings but make use of the following more precise version of the well-known lemma on existence of fixed points of set-valued pseudo-contraction mappings called in [13], DontchevHager fixed-point theorem; see also [18]. This version is enhanced in the sense that not only the completeness is assumed only on the closed ball, but more particulary, only the values of restriction of the set-valued mapping on the closed ball are assumed to be nonempty and closed. Of course the proof follows, step by step, the arguments used in [18] which are based on techniques having roots in the Banach contraction principle. A proof using arguments based on a weak variant of the Ekeland variational principle has also been performed recently in [13].

Lemma 3.1. Let $(X, d)$ be a metric space. Let $\bar{x} \in X$ and $\alpha>0$ be such that $\bar{B}(\bar{x}, \alpha)$ is a complete metric subspace. Let $\lambda \in[0,1)$ and $T: X \rightrightarrows X$ be a setvalued mapping with nonempty closed values on $\bar{B}(\bar{x}, \alpha)$ such that
(1) $d(\bar{x}, T(\bar{x}))<(1-\lambda) \alpha$ and
(2) $e\left(T(x) \cap \bar{B}(\bar{x}, \alpha), T\left(x^{\prime}\right)\right) \leq \lambda d\left(x, x^{\prime}\right) \forall x, x^{\prime} \in \bar{B}(\bar{x}, \alpha)$.

Then, $T$ has a fixed point in $\bar{B}(\bar{x}, \alpha)$.
Now, we derive the following result on the behavior of fixed points sets of set-valued mappings which should be compared to [10, Proposition 2.4], [11, Proposition 2.4], [23, Proposition 4.5], and more recently to [3, Theorem 3.1]. It is worthwhile noticing that one of the deep and most general result obtained in this direction is [7, Theorem 4.1]. However, our conditions seem to be somewhat different. In any case, and at the current stage of advancement, it is not easy to see if it is possible to derive our result from it, see Remark 1 below for explanation. Using Lemma 3.1, we give here the proof for the convenience of the reader.

Theorem 3.2. Let $(X, d)$ be a metric space. Let $x_{0} \in X$ and $r>0$ be such that $\bar{B}\left(x_{0}, r\right)$ is a complete metric subspace. Let $\lambda \in(0,1)$ and $0<\beta<(1-\lambda) r$ and let $T, S: X \rightrightarrows X$ be two set-valued mappings such that
(1) $T$ is $\lambda$-pseudo-contraction with respect to $B\left(x_{0}, r\right)$ and has nonempty closed values on $B\left(x_{0}, r\right)$;
(2) S has nonempty fixed points set and for every $x \in$ Fix (S),

$$
d\left(x, x_{0}\right)<\beta \quad \text { and } \quad d(x, T(x))<\lambda \beta
$$

Then, $T$ has a nonempty fixed points set and

$$
e(\operatorname{Fix}(S), \operatorname{Fix}(T)) \leq \frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))
$$

Proof. Fix $\varepsilon>0$ and put

$$
\alpha=\min \left\{\frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))+\varepsilon, \frac{\lambda \beta}{1-\lambda}\right\} .
$$

Let $\bar{x} \in \operatorname{Fix}(S)$ be an arbitrary element.
Claim 1: We prove that $\bar{B}(\bar{x}, \alpha) \subset B\left(x_{0}, r\right)$. To do this, let $x \in \bar{B}(\bar{x}, \alpha)$. Then, from assumption (2), we have

$$
\begin{aligned}
d\left(x, x_{0}\right) & \leq d(x, \bar{x})+d\left(\bar{x}, x_{0}\right) \\
& <\alpha+\beta \leq \frac{1}{1-\lambda} \lambda \beta+\beta<\lambda r+(1-\lambda) r=r .
\end{aligned}
$$

Claim 2: We have $d(\bar{x}, T(\bar{x}))<(1-\lambda) \alpha$. Indeed, since $\bar{x} \in \operatorname{Fix}(S)$, then by assumption (2), $d(\bar{x}, T(\bar{x}))<\lambda \beta$. Also,

$$
d(\bar{x}, T(\bar{x})) \leq e(S(\bar{x}), T(\bar{x})) \leq \sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))
$$

and, since $d(\bar{x}, T(\bar{x}))$ is finite, then

$$
d(\bar{x}, T(\bar{x}))<\sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))+(1-\lambda) \varepsilon .
$$

Thus, $d(\bar{x}, T(\bar{x}))<(1-\lambda) \alpha$.
It results by Claim 1 and assumption (1) that $T$ has nonempty closed values on $\bar{B}(\bar{x}, \alpha)$ and for every $x, x^{\prime} \in \bar{B}(\bar{x}, \alpha)$,

$$
e\left(T(x) \cap \bar{B}(\bar{x}, \alpha), T\left(x^{\prime}\right)\right) \leq e\left(T(x) \cap B\left(x_{0}, r\right), T\left(x^{\prime}\right)\right) \leq \lambda d\left(x, x^{\prime}\right)
$$

Now, all the conditions of Lemma 3.1 are satisfied for $T$ on $\bar{B}(\bar{x}, \alpha)$ and then, $T$ has a fixed point $x^{*} \in \bar{B}(\bar{x}, \alpha)$. It results that

$$
d(\bar{x}, \operatorname{Fix}(T)) \leq d\left(\bar{x}, x^{*}\right) \leq \alpha \leq \frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))+\varepsilon
$$

This inequality being valid for any $\bar{x} \in \operatorname{Fix}(S)$, we obtain

$$
e(\operatorname{Fix}(S), \operatorname{Fix}(T)) \leq \frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} e(S(x), T(x))+\varepsilon
$$

Letting $\varepsilon$ go to zero, we complete the proof.
Remark 1. In [7, Theorem 4.1], the authors consider the set of coincidence points of two set-valued mappings $\Phi$ and $\Psi$ which is exactly the fixed points set of $\Phi$ whenever $\Psi$ is the embedding set-valued mapping $E m b_{X}$ of $X$ defined by $E m b_{X}(x)=\{x\}$, for every $x \in X$. Then, according to our notations, we take $\Phi=T, \tilde{\Phi}=S$, and $\Psi=\tilde{\Psi}=E m b_{X}$. In our assumptions, $T$ is $\lambda$ -pseudo-contraction with respect to $B\left(x_{0}, r\right)$ which is weaker than the property of being pseudo-Lipschitzian with Lipschitz constant $\lambda$ considered in [7]. But to overcome this fact, we know that it is pseudo-Lipschitzian with Lipschitz constant $\lambda+\varepsilon$, for every $\varepsilon>0$. According to the notations of [7], we take $x_{0}^{*}=y_{0}^{*}$ any point in Fix ( $S$ ) which plays the role of $x_{0}$ and $y_{0}$ in [7], respectively. But we can not take our $x_{0}$ because $d\left(x_{0}, T\left(x_{0}\right)\right)$ is not known under our assumptions. Also, we take $R_{1}=R_{2}=\tilde{R}=\lambda r, \beta=\lambda+\varepsilon$, and $\alpha=1$. As a conclusion, for any $r_{1}>0$ and $r_{2}>0$ verifying Condition (3.11) of page 821 [7], we obtain

$$
e\left(\operatorname{Fix}(S) \cap B\left(x_{0}^{*}, r_{1}\right), \operatorname{Fix}(T)\right) \leq \frac{1}{1-\lambda-\varepsilon} \sup _{x \in B\left(x_{0}^{*}, r_{1}\right)} e(S(x), T(x))
$$

It is not clear how to choose, for every $\varepsilon>0, r_{1}$ (which depends on $\varepsilon$ ) in such a way that Fix $(S) \subset B\left(x_{0}^{*}, r_{1}\right) \subset B\left(x_{0}, r\right)$, since the upper bound in the second term of inequality is taken on $B\left(x_{0}^{*}, r_{1}\right)$. Furthermore, neither $X$ nor the graph of $T$ are assumed to be complete in Theorem 3.2. This condition is required in [7, Theorem 4.1].

Now, we derive the following corollary.

Corollary 3.3. Let $(X, d)$ be a metric space. Let $x_{0} \in X$ and $r>0$ be such that $\bar{B}\left(x_{0}, r\right)$ is a complete metric subspace. Let $\lambda \in(0,1)$ and $0<\beta<(1-\lambda) r$ and let $T, S: X \rightrightarrows X$ be two set-valued mappings such that
(1) S and $T$ are $\lambda$-pseudo-contractions with respect to $B\left(x_{0}, r\right)$ and have nonempty closed values on $B\left(x_{0}, r\right)$;
(2) S has nonempty fixed points set and for every $x \in$ Fix (S),

$$
d\left(x, x_{0}\right)<\beta \quad \text { and } \quad d(x, T(x))<\lambda \beta
$$

(3) T has nonempty fixed points set and for every $x \in$ Fix (T),

$$
d\left(x, x_{0}\right)<\beta \quad \text { and } \quad d(x, S(x))<\lambda \beta
$$

Then,

$$
\operatorname{Haus}(\operatorname{Fix}(S), \operatorname{Fix}(T)) \leq \frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} \operatorname{Haus}(S(x), T(x))
$$

Remark 2. It is worthwhile emphasizing the importance of the above result which allows to replace the excess by the Pompeiu-Hausdorff metric in the conclusion of Theorem 3.2. To our knowledge, even if all the fixed points sets of the involved set-valued mappings are in $B\left(x_{0}, r\right)$, there does not seem to be any result in the literature dealing with set-valued pseudo-contraction mappings which provides such a conclusion, see, for comparison, [10, Proposition 2.4] and the recent generalization given in [1] of Lim's lemma, see [29].

In the following example, we give two set-valued mappings satisfying the conditions of Theorem 3.2 with respect to each other. Though some conditions are relaxed, this example provides us a situation where the Pompeiu-Hausdorff metric can be used in the conclusion of Theorem 3.2.

Example 2. According to Theorem 3.2, let $X=\mathbb{R}^{2}, x_{0}=(0,0), r=1$, and $\lambda=\frac{1}{\sqrt{2}}$.

Let $T: \mathbb{R}^{2} \rightrightarrows \mathbb{R}^{2}$ be the set-valued mapping defined by:

$$
T((x, y))= \begin{cases}\left\{\frac{x}{2}\right\} \times\left(\left[0, \frac{|x|}{2}\right] \cup[3,+\infty[)\right. & \text { if }\|(x, y)\|<1 \\ \left.\{2 x\} \times] 0, x^{2}\right] & \text { if }\|(x, y)\| \geq 1\end{cases}
$$

Clearly, $T$ has nonempty closed values on $B\left(x_{0}, r\right)$ and the images of points of $B\left(x_{0}, r\right)$ are not necessarily included in $B\left(x_{0}, r\right)$. And since, for every $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ in $B\left(x_{0}, r\right)$, we have

$$
e\left(T\left(\left(x_{1}, y_{1}\right)\right) \cap B\left(x_{0}, r\right), T\left(\left(x_{2}, y_{2}\right)\right)\right) \leq \frac{1}{\sqrt{2}}\left|x_{1}-x_{2}\right|
$$

then, $T$ is $\lambda$-pseudo-contraction with respect to $B\left(x_{0}, r\right)$. We note that $T$ is not Lipschitzian on $\mathbb{R}^{2}$ and $\operatorname{Fix}(T)=\{(0,0)\}$.

Now, take any $\alpha \in] 0,2 \sqrt{\frac{\lambda}{5}}(1-\sqrt{\lambda})\left[\right.$ and define $S: \mathbb{R}^{2} \rightrightarrows \mathbb{R}^{2}$ by:

$$
S((x, y))= \begin{cases}\left\{\frac{x+\alpha}{2}\right\} \times\left(\left[0, \frac{|x|}{2}\right] \cup[3,+\infty[)\right. & \text { if }\|(x, y)\|<1 \\ \left.\{2 x\} \times] 0, x^{3}\right] & \text { if }\|(x, y)\| \geq 1\end{cases}
$$

The set-valued mapping $S$ has nonempty closed values on $B\left(x_{0}, r\right)$ and the images of points of $B\left(x_{0}, r\right)$ are not necessarily included in $B\left(x_{0}, r\right)$. Also, it is $\lambda$-pseudo-contraction with respect to $B\left(x_{0}, r\right)$ and $\operatorname{Fix}(S)=\{\alpha\} \times\left[0, \frac{\alpha}{2}\right]$. Finally, $S$ is not Lipschitzian on $\mathbb{R}^{2}$.

We put $\beta=(1-\sqrt{\lambda})<(1-\lambda) r$ and we will verify the other conditions of Theorem 3.2.
(1) For the unique fixed point $(0,0)$ of $T$, we have

$$
\begin{aligned}
d((0,0), S((0,0))) & =\frac{\alpha}{2} \\
& \leq \sqrt{\frac{\lambda}{5}}(1-\sqrt{\lambda})<\lambda(1-\sqrt{\lambda})=\lambda \beta
\end{aligned}
$$

(2) For any $(\alpha, \gamma) \in \operatorname{Fix}(S)$, we have

$$
d((\alpha, \gamma),(0,0)) \leq \sqrt{\alpha^{2}+\frac{\alpha^{2}}{4}}=\frac{\sqrt{5}}{2} \alpha=\sqrt{\lambda}(1-\sqrt{\lambda})<\beta
$$

and

$$
\begin{aligned}
d((\alpha, \gamma), T((\alpha, \gamma))) & \leq d\left((\alpha, \gamma),\left(\frac{\alpha}{2}, \frac{\alpha}{2}\right)\right)=\sqrt{\frac{\alpha^{2}}{4}+\left(\gamma-\frac{\alpha}{2}\right)^{2}} \\
& \leq \frac{\alpha}{\sqrt{2}}<\sqrt{2} \sqrt{\frac{\lambda}{5}}(1-\sqrt{\lambda})<\lambda(1-\sqrt{\lambda})=\lambda \beta
\end{aligned}
$$

We conclude this section by the following easily verified result. This corollary will be useful in the sequel.

Proposition 3.4. Under assumptions of Theorem 3.2, we have

$$
e(F i x(S) \cap B, \operatorname{Fix}(T)) \leq \frac{1}{1-\lambda} \sup _{x \in B\left(x_{0}, r\right)} e(S(x) \cap B, T(x))
$$

for every subset $B$ of $X$ such that $B \cap$ Fix $(S) \neq \emptyset$.
Proof. It suffices to replace $S$ in Theorem 3.2 by the set-valued mapping $S \cap B$ defined on $X$ by $(S \cap B)(x)=S(x) \cap B$.

## 4. On the inverse of the sum of two set-valued mappings

In this section, we will be concerned with the properties of inverse of the sum of two set-valued mappings.

As in Theorem 3.2 of the last section, the two set-valued mappings involved in the following results will be connected between them by some additional conditions related to the existence of fixed points. We formulate this connection in the following definition which can be compared to the notion of sum-stable maps used in [21, Definition 4.2].

Let $F, G: X \rightrightarrows Y$ be two set-valued mappings, $x_{0} \in X, y_{0} \in Y, B \subset Y, \alpha>0$, and $\beta>0$. In the sequel, we say that $F$ is $(\alpha, \beta)$-compatible with respect to $G$ on $B$ for $x_{0}$ and $y_{0}$ if the following conditions hold:
(FP1) for every $y \in B$, there exists $x_{y} \in X$ such that $\left(y-G\left(x_{y}\right)\right) \cap$ $\left(F\left(x_{y}\right)-y_{0}\right) \neq \emptyset ;$
(FP2) whenever $x$ is such that $(y-G(x)) \cap\left(F(x)-y_{0}\right) \neq \emptyset$ for some $y \in B$, then $d_{X}\left(x, x_{0}\right)<\beta$ and $d_{X}\left(x, F^{-1}\left(y^{\prime}+y_{0}-G(x)\right)\right)<\alpha \beta$, for every $y^{\prime} \in B$ with $y^{\prime} \neq y$.

Example 3. Put $X=Y=\mathbb{R}^{2}$ and $x_{0}=y_{0}=(0,0) \in \mathbb{R}^{2}$. Choose $\lambda=\frac{1}{\sqrt{2}}$, $\beta=(1-\sqrt{\lambda})$, and $\delta=2 \sqrt{\frac{\lambda}{5}}(1-\sqrt{\lambda})$. Put $B=B\left(y_{0}, \delta\right)$ and define, for every $z \in B$, the set-valued mapping $T_{z}: \mathbb{R}^{2} \rightrightarrows \mathbb{R}^{2}$ by:

$$
T_{z}((x, y))= \begin{cases}\left\{\frac{x+\|z\|}{2}\right\} \times\left(\left[0, \frac{|x|}{2}\right] \cup[3,+\infty[)\right. & \text { if }\|(x, y)\|<1 \\ \left.\{2 x\} \times] 0, x^{3}\right] & \text { if }\|(x, y)\| \geq 1\end{cases}
$$

As in Example 2, the set-valued mapping $T_{z}$ is not Lipschitzian but $\lambda$-pseudocontraction with respect to $B\left(x_{0}, 1\right)$ and has nonempty closed values on $B\left(x_{0}, 1\right)$ and $\operatorname{Fix}\left(T_{z}\right)=\{\|z\|\} \times\left[0, \frac{\|z\|}{2}\right]$, for every $z \in B$.

For $z \in B$ and $(\alpha, \gamma) \in \operatorname{Fix}\left(T_{z}\right)$, we have

$$
d\left((\alpha, \gamma), x_{0}\right)<\beta \quad \text { and } \quad d\left((\alpha, \gamma), T_{z^{\prime}}((\alpha, \gamma))\right)<\lambda \beta
$$

for every $z^{\prime} \in B$ such that $z \neq z^{\prime}$.
Now, if $F$ and $G$ are the two set-valued mappings defined on $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ in such a way that for any $z \in B$ and $(x, y) \in \mathbb{R}^{2}$, we have

$$
T_{z}((x, y))=F^{-1}(y-G((x, y))),
$$

then $F$ is $(\lambda, \beta)$-compatible with respect to $G$ on $B$ for $x_{0}$ and $y_{0}$

We formulate here the following inverse set-valued mapping result for the sum of two set-valued mappings similar to [14, Theorem 3], where the condition of being Lipschtzian is replaced by some local conditions such as the condition of being pseudo-Lipschitzian.

From now on, the metric of the linear metric space $Y$ will be always assumed to be shift invariant and $(-1)$-homogeneous. This condition of homogeneity is also needed in [14]. A metric $d_{Y}$ on a linear space $Y$ is called $\alpha$-homogeneous, $\alpha \in \mathbb{R}$, if $d_{Y}(\alpha x, \alpha y)=|\alpha| d_{Y}(x, y)$, for every $x, y \in Y$. Every metric associated to a norm is $\alpha$-homogeneous, for every $\alpha \in \mathbb{R}$. Thus, the metric $d_{Y}$ is ( -1 )homogeneous if $d_{Y}(-x,-y)=d_{Y}(x, y)$, for every $x, y \in Y$.

Theorem 4.1. Let $\left(X, d_{X}\right)$ be a metric space, $\left(Y, d_{Y}\right)$ be a linear metric space, $r>0, x_{0} \in X$ and $y_{0} \in Y$ be such that $\bar{B}\left(x_{0}, r\right)$ is a complete metric subspace. Let $F, G: X \rightrightarrows Y$ be two set-valued mappings satisfying the following assumptions
(1) $G$ has nonempty closed values on $B\left(x_{0}, r\right), G\left(x_{0}\right)$ is a bounded set with diameter $d_{0}$, and there exist $\alpha>0, \delta>0$, and a nonempty subset $N$ of $Y$
such that $G\left(B\left(x_{0}, r\right)\right) \subset \overline{B\left(G\left(x_{0}\right), \alpha r\right)}$, and $G$ is $\alpha$-pseudo-Lipschitzian on $B\left(x_{0}, r\right)$ with respect to $B\left(G\left(x_{0}\right), \delta\right)+y_{0}-N$;
(2) $B\left(x_{0}, r\right) \subset \operatorname{dom}(F), B\left(y_{0}, \delta+\alpha r+d_{0}\right) \subset F\left(B\left(x_{0}, r\right)\right)$, $F$ is upper semicontinuous, and there exists $K>0$ such that $\alpha K<1$ and $F^{-1}$ is fully $K$-pseudoLipschitzian on $B\left(y_{0}, \delta+\alpha r+d_{0}\right)$ for $N$ with respect to $B\left(x_{0}, r\right)$;
(3) there exists $\beta>0$ such that $\beta<(1-\alpha K) r$, and $F$ is $(\alpha, \beta)$-compatible with respect to $G$ on $B\left(G\left(x_{0}\right), \delta\right)$ for $x_{0}$ and $y_{0}$.
Then, $(F+G)^{-1}$ is $\frac{K}{1-\alpha K}$-Lipschitzian on $B\left(G\left(x_{0}\right)+y_{0}, \delta\right)$.
Proof. Let $y \in B\left(G\left(x_{0}\right), \delta\right)$ be fixed, and consider the set-valued mapping $T_{y}$ : $X \rightrightarrows X$ defined by:

$$
T_{y}(x):=F^{-1}\left(y+y_{0}-G(x)\right)=\left\{t \in X \mid \exists z \in G(x), y+y_{0}-z \in F(t)\right\}
$$

Clearly, $\operatorname{Fix}\left(T_{y}\right)=(F+G)^{-1}\left(y+y_{0}\right)$, and it follows by condition (3) that there exist $x_{y} \in X, y_{G} \in G\left(x_{y}\right)$, and $y_{F} \in F\left(x_{y}\right)$ such that

$$
y-y_{G}=y_{F}-y_{0} .
$$

Therefore, $y=y_{F}+y_{G}-y_{0} \in(F+G)\left(x_{y}\right)-y_{0}$, and then $x_{y} \in$ $(F+G)^{-1}\left(y+y_{0}\right)$. This proves in particular that

$$
B\left(G\left(x_{0}\right)+y_{0}, \delta\right) \subset \operatorname{dom}(F+G)^{-1}
$$

To verify all the conditions of Theorem 3.2 to any couple of set-valued mappings $T_{y}$ with $y \in B\left(G\left(x_{0}\right), \delta\right)$, we state first the following fact:

$$
y+y_{0}-G(x) \subset B\left(y_{0}, \delta+\alpha r+d_{0}\right) \quad \forall x \in B\left(x_{0}, r\right)
$$

Indeed, let $x \in B\left(x_{0}, r\right)$ and $z \in G(x)$. Since $d_{Y}$ is a shift-invariant metric, it suffices to verify that $d_{Y}(y, z)<\delta+d_{0}+\alpha r$. Let $y_{x_{0}} \in G\left(x_{0}\right)$ be such that $d_{Y}\left(y, y_{x_{0}}\right)<\delta$ and put $\varepsilon=\delta-d_{Y}\left(y, y_{x_{0}}\right)>0$. Let $u_{\varepsilon, z} \in G\left(x_{0}\right)$ be such that $d_{Y}\left(u_{\varepsilon, z}, z\right)<\alpha r+\frac{\varepsilon}{2}$. Then, we obtain

$$
\begin{aligned}
d_{Y}(y, z) & \leq d_{Y}\left(y, y_{x_{0}}\right)+d_{Y}\left(y_{x_{0}}, u_{\varepsilon, z}\right)+d_{Y}\left(u_{\varepsilon, z}, z\right) \\
& <d_{Y}\left(y, y_{x_{0}}\right)+d_{0}+\alpha r+\frac{\varepsilon}{2} \\
& =\delta-\varepsilon+d_{0}+\alpha r+\frac{\varepsilon}{2}<\delta+d_{0}+\alpha r .
\end{aligned}
$$

The set-valued mapping $T_{y}$ has nonempty closed values on $B\left(x_{0}, r\right)$. Indeed, let $x \in B\left(x_{0}, r\right)$. For every $z \in G(x), y+y_{0}-z \in B\left(y_{0}, \delta+\alpha r+d_{0}\right)$, and then $F^{-1}\left(y+y_{0}-z\right) \neq \emptyset$. Thus, $T_{y}(x) \neq \emptyset$, for every $x \in B\left(x_{0}, r\right)$. Moreover, by the upper semicontinuity of $F$ and since $y+y_{0}-G(x)$ is closed, then $T_{y}(x)=$ $F^{-1}\left(y+y_{0}-G(x)\right)$ is closed, for every $x \in B\left(x_{0}, r\right)$.

The set-valued mapping $T_{y}$ is $\alpha K$-pseudo-contraction with respect to $B\left(x_{0}, r\right)$. Indeed, for $x_{1}, x_{2} \in B\left(x_{0}, r\right)$, we know from above that $y+y_{0}-G\left(x_{1}\right)$
and $y+y_{0}-G\left(x_{2}\right)$ are contained in $B\left(y_{0}, \delta+\alpha r+d_{0}\right)$. Then,

$$
\begin{aligned}
& d_{X}\left(T_{y}\left(x_{1}\right) \cap B\left(x_{0}, r\right), T_{y}\left(x_{2}\right)\right) \\
& \quad=e\left(F^{-1}\left(y+y_{0}-G\left(x_{1}\right)\right) \cap B\left(x_{0}, r\right), F^{-1}\left(y+y_{0}-G\left(x_{2}\right)\right)\right) \\
& \quad \leq K e\left(\left(y+y_{0}-G\left(x_{1}\right)\right) \cap N, y+y_{0}-G\left(x_{2}\right)\right) .
\end{aligned}
$$

Since $d_{Y}$ is shift invariant and ( -1 )-homogeneous, then

$$
\begin{aligned}
& K e\left(\left(y+y_{0}-G\left(x_{1}\right)\right) \cap N, y+y_{0}-G\left(x_{2}\right)\right) \\
& \quad=K e\left(\left(G\left(x_{1}\right)\right) \cap\left(y+y_{0}-N\right), G\left(x_{2}\right)\right) \leq \alpha K d_{X}\left(x_{1}, x_{2}\right) .
\end{aligned}
$$

To verify the condition (2) of Theorem 3.2, take $y, y^{\prime} \in B\left(G\left(x_{0}\right), \delta\right), y \neq$ $y^{\prime}$ and suppose $x \in \operatorname{Fix}\left(T_{y}\right)$. Then, by condition (3), $d_{X}\left(x, x_{0}\right)<\beta$ and $d_{X}\left(x, F^{-1}\left(y^{\prime}+y_{0}-G(x)\right)\right)<\alpha \beta$. That is, $d_{X}\left(x, x_{0}\right)<\beta$ and $d_{X}\left(x, T_{y}(x)\right)<$ $\alpha \beta$ which are required.

It remains now to verify that the set-valued mapping $(F+G)^{-1}$ is $\frac{K}{1-\alpha K}$ Lipschitzian on $B\left(G\left(x_{0}\right)+y_{0}, \delta\right)$. Note first that we have Fix $\left(T_{y}\right) \subset B\left(x_{0}, r\right)$, for every $y \in B\left(G\left(x_{0}\right), \delta\right)$.

For $z, z^{\prime} \in B\left(G\left(x_{0}\right)+y_{0}, \delta\right)$, let $z=y+y_{0}$ and $z^{\prime}=y^{\prime}+y_{0}$ with $y, y^{\prime} \in$ ( $\left.G\left(x_{0}\right), \delta\right)$. We have

$$
e\left((F+G)^{-1}(z),(F+G)^{-1}\left(z^{\prime}\right)\right)=e\left(\operatorname{Fix}\left(T_{y}\right), \operatorname{Fix}\left(T_{y^{\prime}}\right)\right)
$$

and

$$
\begin{aligned}
e\left(\operatorname{Fix}\left(T_{y}\right), \operatorname{Fix}\left(T_{y^{\prime}}\right)\right) & =e\left(\operatorname{Fix}\left(T_{y}\right) \cap B\left(x_{0}, r\right), \operatorname{Fix}\left(T_{y^{\prime}}\right)\right) \\
& \leq \frac{1}{1-\alpha K} \sup _{x \in B\left(x_{0}, r\right)} e\left(T_{y}(x) \cap B\left(x_{0}, r\right), T_{y^{\prime}}(x)\right)
\end{aligned}
$$

On the other hand, for every $x \in B\left(x_{0}, r\right)$, we have

$$
\begin{aligned}
& e\left(T_{y}(x) \cap B\left(x_{0}, r\right), T_{y^{\prime}}(x)\right) \\
& \quad=e\left(F^{-1}\left(y+y_{0}-G(x)\right) \cap B\left(x_{0}, r\right), F^{-1}\left(y^{\prime}+y_{0}-G(x)\right)\right) \\
& \quad \leq K e\left(\left(y+y_{0}-G(x)\right) \cap N, y^{\prime}+y_{0}-G(x)\right) \\
& \quad \leq K e\left(y+y_{0}-G(x), y^{\prime}+y_{0}-G(x)\right) \leq K d_{Y}\left(y, y^{\prime}\right) .
\end{aligned}
$$

We conclude that

$$
e\left((F+G)^{-1}(z),(F+G)^{-1}\left(z^{\prime}\right)\right) \leq \frac{K}{1-\alpha K} d_{Y}\left(y, y^{\prime}\right)=\frac{K}{1-\alpha K} d_{Y}\left(z, z^{\prime}\right)
$$

which, by interchanging $z$ and $z^{\prime}$, completes the proof.
Remark 3. We remark that in Condition (1) of the above theorem, the condition of $G$ being $\alpha$-pseudo-Lipschitzian on $B\left(x_{0}, r\right)$ with respect to $B\left(G\left(x_{0}\right), \delta\right)+$ $y_{0}-B\left(y_{0}, \delta+\alpha r+d_{0}\right)$ can be replaced by the weak condition of $G$ being
$\alpha$-pseudo-Lipschitzian on $B\left(x_{0}, r\right)$ with respect to $y+y_{0}-B\left(y_{0}, \delta+\alpha r+d_{0}\right)$, for every $y \in B\left(G\left(x_{0}\right), \delta\right)$.

Now, we are going to obtain a result similar to the classical result due to Graves on the inverse of continuous functions acting between Banach spaces. First, we state the following result.

Theorem 4.2. Suppose that all the conditions of Theorem 4.1 are satisfied such that $\bar{B}\left(y_{0}, \delta+\alpha r+d_{0}\right) \subset F\left(\bar{B}\left(x_{0}, r\right)\right), F^{-1}$ is fully K-pseudo-Lipschitzian on $\bar{B}\left(y_{0}, \delta+\alpha r+d_{0}\right)$ for $N$ with respect to $B\left(x_{0}, r\right)$, and $B\left(G\left(x_{0}\right), \delta\right)$ is replaced by $\bigcup_{u \in G\left(x_{0}\right)} \bar{B}(u, \delta)$ in the corresponding conditions. Then, the set-valued mapping $(F+G)^{-1}$ is $\frac{K}{1-\alpha K}$-Lipschitzian on $\bigcup_{u \in G\left(x_{0}\right)} \bar{B}\left(u+y_{0}, \delta\right)$.

Proof. The proof follows step by step the proof of Theorem 4.1 where instead of taking $y \in B\left(G\left(x_{0}\right), \delta\right)$, we take $y \in \bigcup_{u \in G\left(x_{0}\right)} \bar{B}(u, \delta)$. The unique fact which merits to be established is that for every $y \in \bigcup_{u \in G\left(x_{0}\right)} \bar{B}(u, \delta)$,

$$
y+y_{0}-G(x) \subset B\left(y_{0}, \delta+\alpha r+d_{0}\right) \quad \forall x \in B\left(x_{0}, r\right) .
$$

Let $y \in \bigcup_{u \in G\left(x_{0}\right)} \bar{B}(u, \delta)$ and take $u_{y} \in G\left(x_{0}\right)$ such that $y \in \bar{B}\left(u_{y}, \delta\right)$. Let $x \in B\left(x_{0}, r\right)$ and $z \in G(x)$. Since $d_{Y}$ is a shift-invariant metric, it suffices to verify that $d_{Y}(y, z) \leq \delta+d_{0}+\alpha r$. Since $d_{X}\left(y, u_{y}\right) \leq \delta$, let $\left(\varrho_{n}\right)_{n}$ be an increasing sequence of positive numbers such that $\lim _{n \rightarrow+\infty} \varrho_{n}=1$ and $\varepsilon_{n}=$ $\delta-\varrho_{n} d_{X}\left(y, u_{y}\right)>0$, for every $n$. Now, for every $n$, let $y_{n, z} \in G\left(x_{0}\right)$ be such that $d_{Y}\left(y_{n, z}, z\right)<\alpha r+\frac{\varepsilon_{n}}{2}$. Then, we obtain
$d_{Y}(y, z) \leq d_{Y}\left(y, u_{y}\right)+d_{Y}\left(u_{y}, y_{n, z}\right)+d_{Y}\left(y_{n, z}, z\right)<d_{Y}\left(y, u_{y}\right)+d_{0}+\alpha r+\frac{\varepsilon_{n}}{2}$, and since $\lim _{n \rightarrow+\infty} \varepsilon_{n}=\delta-d_{Y}\left(y, u_{y}\right)$, we have

$$
\begin{aligned}
d_{Y}(y, z) & \leq d_{Y}\left(y, u_{y}\right)+d_{0}+\alpha r+\frac{\delta-d_{Y}\left(y, u_{y}\right)}{2} \\
& =\frac{\delta+d_{Y}\left(y, u_{y}\right)}{2}+d_{0}+\alpha r \leq \delta+d_{0}+\alpha r
\end{aligned}
$$

which completes the proof.

Remark 4. Theorems 4.1 and 4.2 provide us with the conclusion that the setvalued mapping $(F+G)^{-1}$ is Lipschitzian. In [7, Lemma 4.3], the authors obtain that the inverse of the considered set-valued mapping is pseudo-Lipschitzian, which is a property weaker than that of being Lipschitzian. It should be emphasized that this result has been used to derive sufficient conditions for the existence of double fixed points of set-valued mappings which, in particular,
has applications to the problem of regularity of the composition of set-valued mappings, see [26].

Recall that the Banach open mapping theorem guarantees that a linear continuous mapping $A$ from a Banach space $X$ to a Banach space $Y$ is surjective if and only if it is an open mapping. In particular, if $A$ is surjective linear and continuous, then there exists $K>0$ such that

$$
B_{Y}(0,1) \subset A\left(B_{X}(0, K)\right) .
$$

Corollary 4.3. Let $\left(X,\|\cdot\|_{X}\right)$ and $\left(Y,\|\cdot\|_{Y}\right)$ be two Banach spaces. Denote by $A$ : $X \rightarrow Y$ a surjective, linear, and continuous mapping and let $K$ be the constant arising from the Banach open mapping theorem. Let $r>0$ and $x_{0} \in X$. Let $g: X \rightarrow Y$ be a single-valued mapping and suppose that the following conditions are satisfied:
(1) there exist $\alpha>0$ and a subset $N$ of $Y$ containing $A\left(x_{0}\right)$ such that $\alpha K<1$, $g\left(B\left(x_{0}, r\right)\right) \subset \bar{B}\left(g\left(x_{0}\right), \alpha r\right)$, and $g$ is $\alpha$-pseudo-Lipschitzian on $B\left(x_{0}, r\right)$ with respect to $B\left(g\left(x_{0}\right), \frac{1-\alpha K}{K} r\right)+A\left(x_{0}\right)-N$;
(2) $A^{-1}$ is fully K-pseudo-Lipschitzian on $\bar{B}\left(A\left(x_{0}\right), \frac{1-\alpha K}{K} r+\alpha r\right)$ for $N$ with respect to $B\left(x_{0}, r\right)$;
(3) there exists $\beta>0$ such that $\beta<(1-\alpha K) r$, and $A$ is $(\alpha, \beta)$-compatible with respect to $g$ on $B\left(g\left(x_{0}\right), \frac{1-\alpha K}{K} r\right)$ for $x_{0}$ and $y_{0}$.
Then, $(A+G)^{-1}$ is $\frac{K}{1-\alpha K}$-Lipschitzian on $\bar{B}\left(A\left(x_{0}\right)+g\left(x_{0}\right), \frac{1-\alpha K}{K} r\right)$.
Proof. Let $F=A$ and $G=g$. From the Banach open mapping theorem,

$$
\bar{B}\left(A\left(x_{0}\right), \frac{r}{K}\right) \subset A\left(\bar{B}\left(x_{0}, r\right)\right)=F\left(\bar{B}\left(x_{0}, r\right)\right) .
$$

The proof then holds by applying Theorem 4.2 with $\delta=\frac{1-\alpha K}{K} r, y_{0}=A\left(x_{0}\right)$ and $d_{0}=0$.

We close this section by the following discussion about the conditions on mapping $A$ which have been involved in the proof of Corollary 4.3. The continuity of $A$ implies, by the Banach open mapping theorem, the openness of $A$. However, the linearity of $A$ is not used in the proof. Instead of that, we need that $A^{-1}$ is fully pseudo-Lipschitzian.

On the other hand, the openness of $A$ can be involved without the linearity of $A$. In the literature and, especially in convex analysis without linearity, generalizations of some implicit function theorems and other questions of optimization have been obtained without linearity, see [33]. See also [36] where a notion denoted by PL weaker than that of the linearity has been recently defined and a generalization of the Banach open mapping theorem has been derived. It is shown, in particular, that every surjective continuous mapping acting between Banach spaces and satisfying the conditions of the notion PL is open.

## 5. Applications to variational inclusions

In this section, we deal with the sensitivity analysis of variational inclusions. Based on the proximal convergence, we make use here of our results developed above and develop techniques related to the existence of solutions of variational inclusions.

Let $\left(P, d_{P}\right)$ be a metric space which is called the set of parameters, and let $A$ : $P \times X \rightrightarrows Y$ be a set-valued mapping, where $\left(X, d_{X}\right)$ is a metric space and $\left(Y, d_{Y}\right)$ a linear metric space. For a fixed value of the parameter $p \in P$, we consider the parameterized generalized equation:

$$
\begin{equation*}
\text { find } x \in \operatorname{dom}(A(p, .)) \text { such that } 0 \in A(p, x) \tag{5.1}
\end{equation*}
$$

where its set of solutions is denoted by $S_{A}(p)$ which defines a set-valued mapping.

The regularity properties of solution mapping $p \mapsto S_{A}(p)$ has been the subject of study of many authors since it is related to the theory of implicit functions and its applications for variational inclusions, see for instance, [4, 20, 21] and the references therein.

We define a measure of the sensitivity of the solutions with respect to small changes in the problem's data to apply it to the problem of existence of solutions of variational inclusions. For any $p_{0} \in P$, we define the full condition number of $A$ at $p_{0}$ with respect to a subset $W$ of $X$ as the extended real-valued number by:

$$
c_{f}^{*}\left(A \mid p_{0}, W\right)=\lim _{\substack{Z, Z^{\prime} \rightarrow\left\{p_{0}\right\} \\ Z \neq Z^{\prime}, Z \neq \emptyset}} \frac{e\left(S_{A}(Z) \cap W, S_{A}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)}
$$

where the convergence is taken in the sense of the upper proximal convergence. A net $\left(Z_{\gamma}\right)_{\gamma}$ is upper proximal convergent to $Z$ if $\lim _{\gamma} e\left(Z_{\gamma}, Z\right)=0$, see $[3,12]$. Then, we have

$$
\begin{aligned}
& c_{f}^{*}\left(A \mid p_{0}, W\right) \\
& \quad=\inf _{\varepsilon>0} \sup \left\{\left.\frac{e\left(S_{A}(Z) \cap W, S_{A}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)} \right\rvert\, Z, Z^{\prime} \subset B\left(p_{0}, \varepsilon\right), Z \neq Z^{\prime}, Z \neq \emptyset\right\}
\end{aligned}
$$

Also, the extended real number $K\left(A, \delta \mid p_{0}, W\right)$ is defined by:

$$
\begin{aligned}
& K\left(A, \delta \mid p_{0}, W\right) \\
& \quad=\sup \left\{\left.\frac{e\left(S_{A}(Z) \cap W, S_{A}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)} \right\rvert\, Z, Z^{\prime} \subset B\left(p_{0}, \delta\right), Z \neq Z^{\prime}, Z \neq \emptyset\right\}
\end{aligned}
$$

Clearly, the function $\delta \mapsto K\left(A, \delta \mid p_{0}, W\right)$ is decreasing and for every $p_{0} \in P$, we have $\lim _{\delta \rightarrow 0} K\left(A, \delta \mid p_{0}, W\right)=c^{*}\left(A \mid p_{0}, W\right)$.

Proposition 5.1. If $K\left(A, \delta \mid p_{0}, W\right)<+\infty$, then one of the following alternatives holds:
(1)there exists a neighborhood $V\left(p_{0}\right)$ of $p_{0}$ such that $S_{A}(p)=\emptyset$, for every $p \in$ $U\left(p_{0}\right)$;
(2)there exists a neighborhood $V\left(p_{0}\right)$ of $p_{0}$ such that $S_{A}(p) \neq \emptyset$, for every $p \in$ $U\left(p_{0}\right)$.
In particular, if $0<K\left(A, \delta \mid p_{0}, W\right)<+\infty$, then there exists a neighborhood $V\left(p_{0}\right)$ of $p_{0}$ such that the solution set of the parameterized generalized equation (5.1) is nonempty, for every $p \in V\left(p_{0}\right)$.

In the sequel, we focus on the special case where $P=Y$. We study the parameterized generalized equation associated to $A: Y \times X \rightrightarrows Y$ defined using a set-valued mapping $F: X \rightrightarrows Y$ as follows:

$$
A(p, x)= \begin{cases}F(x)-p & \text { if } x \in B\left(x_{0}, r\right) \\ \emptyset & \text { otherwise }\end{cases}
$$

We remark that $S_{A}(Z)=F^{-1}(Z)$, for every subset $Z$ of $P$ and it results that in this framework, the full condition number given above takes the more explicit form

$$
c_{f}^{*}\left(A \mid p_{0}, W\right)=\limsup _{\substack{Z, Z^{\prime} \rightarrow\left\{p_{0}\right\} \\ Z \neq Z^{\prime}, Z \neq \emptyset}} \frac{e\left(F^{-1}(Z) \cap W, F^{-1}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)}
$$

In this setting, we will write $c_{f}^{*}\left(F \mid p_{0}, W\right)$ and $K\left(F, \delta \mid p_{0}, B\left(x_{0}, r\right)\right)$ instead of $c_{f}^{*}\left(A \mid p_{0}, W\right)$ and $K\left(A, \delta \mid p_{0}, B\left(x_{0}, r\right)\right)$, respectively.

Now, we obtain the following result on the existence of solutions of parameterized generalized equations.

Theorem 5.2. Let $r>0, x_{0} \in X$, and $p_{0} \in Y$ be such that $\bar{B}\left(x_{0}, r\right)$ is a complete metric subspace. Let $G: X \rightrightarrows Y$ be a set-valued mapping. Suppose that $0<$ $c^{*}\left(F \mid p_{0}, B\left(x_{0}, r\right)\right)<+\infty$ and choose $\bar{\delta}$ such that $K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)<+\infty$. Suppose further that the following conditions are satisfied
(1) $G$ has nonempty closed values on $B\left(x_{0}, r\right), G\left(x_{0}\right)$ is a bounded set with diameter $d_{0}<\bar{\delta}$, and there exist a subset $N$ containing $B\left(p_{0}, \bar{\delta}\right)$ and $0<\alpha<$ $\min \left\{\frac{\bar{\delta}-d_{0}}{r}, \frac{1}{K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}\right\}$ such that $G\left(B\left(x_{0}, r\right)\right) \subset \overline{B\left(G\left(x_{0}\right), \alpha r\right)}$, and $G$ is $\alpha$-pseudo-Lipschitzian on $B\left(x_{0}, r\right)$ with respect to $B\left(G\left(x_{0}\right), \bar{\delta}-\alpha r-d_{0}\right)+$ $p_{0}-N$;
(2) $B\left(x_{0}, r\right) \subset \operatorname{dom}(F), B\left(p_{0}, \bar{\delta}\right) \subset F\left(B\left(x_{0}, r\right)\right)$, and $F$ is upper semicontinuous.
(3) there exists $\beta>0$ such that $\beta<\left(1-\alpha K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)\right) r$, and $F$ is $(\alpha, \beta)$-compatible with respect to $G$ on $B\left(G\left(x_{0}\right), \bar{\delta}-\alpha r-d_{0}\right)$ for $x_{0}$ and $p_{0}$.

Then, $c^{*}\left(F+G \mid p_{0}+y, B\left(x_{0}, r\right)\right) \leq \frac{K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}{1-\alpha K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}<+\infty$, for every $y \in$ $G\left(x_{0}\right)$.

Proof. Put $\delta=\bar{\delta}-\alpha r-d_{0}>0$. We have $\alpha K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)<1$. Also, for every subsets $Z, Z^{\prime}$ of $B\left(p_{0}, \bar{\delta}\right)$, we have

$$
e\left(F^{-1}(Z) \cap B\left(x_{0}, r\right), F^{-1}\left(Z^{\prime}\right)\right) \leq K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right) e\left(Z, Z^{\prime}\right)
$$

and then, $F^{-1}$ is fully $K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)$-pseudo-Lipschitzian on $B\left(p_{0}, \bar{\delta}\right)$ for $N$ with respect to $B\left(x_{0}, r\right)$.

It results by applying Theorem 4.1 that the set-valued mapping $(F+G)^{-1}$ is $\frac{K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}{1-\alpha K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}$ Lipschitzian on $B\left(G\left(x_{0}\right)+p_{0}, \delta\right)$. Then, for every $y \in$ $G\left(x_{0}\right)$, we have

$$
\begin{aligned}
c^{*}(F & \left.+G \mid y+p_{0}, B\left(x_{0}, r\right)\right) \\
& =\limsup _{\substack{Z, Z^{\prime} \rightarrow\left\{y+p_{0}\right\} \\
Z \neq Z^{\prime}, Z \neq \emptyset}} \frac{e\left((F+G)^{-1}(Z) \cap B\left(x_{0}, r\right),(F+G)^{-1}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)} \\
& \leq \sup _{\substack{Z, Z^{\prime} \subset B\left(y+p_{0}, \delta\right), Z \neq Z^{\prime}, Z \neq \emptyset}} \frac{e\left((F+G)^{-1}(Z),(F+G)^{-1}\left(Z^{\prime}\right)\right)}{e\left(Z, Z^{\prime}\right)} \\
& \leq \frac{K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}{1-\alpha K\left(F, \bar{\delta} \mid p_{0}, B\left(x_{0}, r\right)\right)}<+\infty
\end{aligned}
$$

which completes the proof.
In conclusion, we have obtained in this article the results on the behaviors of fixed points sets of set-valued mappings similar to the classical ones but with new conditions and different proofs. Then, we have highlighted the properties of set-valued pseudo-Lipschitzian mappings to deal with the Lipschitzian property of the inverse of sum of two set-valued mappings. In our approach, we have considered techniques based on handling subsets rather than points which are usually used in these studies.

## Acknowledgement

We are very grateful to the reviewers for their valuable comments and suggestions, which greatly improved the article.

## Funding

Author Rădulescu has been supported by a grant of Romanian National Authority for Scientific Research and Innovation, CNCS-UEFISCDI, project number PN-II-PT-PCCA-2013-4-0614.

## References

1. S. Adly, A. Dontchev, and M. Théra (2014). On one-sided Lipschitz stability of set-valued contractions. Numer. Funct. Anal. Optim. 35:837-850.
2. B. Alleche (2013). Multivalued mixed variational inequalities with locally Lipschitzian and locally cocoercive multivalued mappings. J. Math. Anal. Appl. 399:625-637.
3. B. Alleche and K. Nachi (2015). More on the behaviors of fixed points sets of multifunctions and applications. Opuscula Mathe. 35(4):427-443.
4. F. J. Aragón Artacho and B. S. Mordukhovich (2011). Enhanced metric regularity and Lipschitzian properties of variational systems. J. Global Optim. 50:145-167.
5. A. V. Arutyunov (2007). Covering mappings in metric spaces and fixed points. Dokl. Math. 76:665-668.
6. A. V. Arutyunov, E. R. Avakov and S. E. Zhukovskiy (2012). Covering mappings and wellposedness of nonlinear Volterra equations. Nonlinear Anal. 75(3):1026-1044.
7. A. V. Arutyunov, E. R. Avakov and S. E. Zhukovskiy (2015). Stability theorems for estimationg the distance to a set of coincidence points. SIAM J. Optim. 25(2):807-828.
8. A. V. Arutyunov, E. R. Avakov and S. E. Zhukovskiy (2015). Uniform estimates of distances to a coincidence point set. Dokl. Math. 92(1):397-400.
9. A. V. Arutyunov and S. E. Zhukovskiy (2015). Continuous dependence of coincidence points on a parameter. Set-Valued Var. Anal. 23(1):23-41.
10. D. Azé and J.-P. Penot (2006). On the dependence of fixed point sets of pseudo-contractive multifunctions. Application to differential inclusions. Nonlinear Dyn. Syst. Theory 6(1): 31-47.
11. L. Barbet and K. Nachi (2006). Sequences of contractions and convergence of fixed points. Monogr. Semin. Mat. Garcia Galdeano 33:51-58.
12. G. Beer (1993). Topologies On Closed and Closed Convex Sets. Kluwer Academic Publishers, Dordrecht, The Netherlands.
13. G. Beer and A. L. Dontchev (2014). The weak Ekeland variational principle and fixed points. Nonlinear Anal. 102:91-96.
14. M. Bianchi, G. Kassay and R. Pini (2013). An inverse map result and some applications to sensitivity of generalized equations. J. Math. Anal. Appl. 399:279-290.
15. A. V. Dmitruk, A. A. Milyutin, and N. P. Osmolovskii (1980). Ljusternik's theorem and the theory of the extremum. Uspekhi Matematicheskikh Nauk 35(6):11-46 (in Russian).
16. A. L. Dontchev and H. Frankowska (2011). Lyusternik-Graves theorem and fixed points. Proc. Am. Math. Soc. 139:521-534.
17. A. L. Dontchev and H. Frankowska (2012). Lyusternik-Graves theorem and fixed points II. J. Convex Anal. 19:955-973.
18. A. L. Dontchev and W. W. Hager (1994). An inverse mapping theorem for set-valued maps. Proc. Am. Math. Soc. 121(2):481-489.
19. A. L. Dontchev and R. T. Rockafellar (2004). Regularity and conditioning of solution mappings in variational analysis. Set Valued Var. Anal. 12:79-109.
20. A. L. Dontchev and R. T. Rockafellar (2014). Implicit Functions and Solution Mappings: A View from Variational Analysis. 2nd ed., Springer, New York, Heidelberg, Dordrecht, London.
21. M. Durea and R. Strugariu (2012). Openness stability and implicit multifunction theorems: applications to variational systems. Nonlinear Anal. 75:1246-1259.
22. M. H. Geoffroy, C. Jean-Alexis and P. Piétrus (2008). Iterative solving of variational inclusions under Wijsman perturbations. J. Global Optim. 42:111-120.
23. M. H. Geoffroy and G. Pascaline (2012). Generalized differentiation and fixed points sets behaviors with respect to Fisher convergence. J. Math. Anal. Appl. 387:464-474.
24. L. M. Graves (1950). Some mapping theorems. Duke Math. J. 17:111-114.
25. A. D. Ioffe (2000). Metric regularity and subdifferential calculus. Uspekhi Matematicheskikh Nauk 55(3):103-162 [English translation in Russian Math. Surv. 55:501-558 (2000)].
26. A. D. Ioffe (2014). Metric regularity, fixed points and some associated problems of variational analysis. J. Fixed Point Theory Appl. 15:67-99.
27. A. D. Ioffe (2016). Metric regularity: A Survey Part I. Theory. J. Aust. Math. Soc. 101(2): 188-243.
28. A. D. Ioffe (2016). Metric regularity: A survey Part II. Applications. J. Aust. Math. Soc. 101(3):376-417.
29. T.-C. Lim (1985). On fixed point stability for set-valued contractive mappings with applications to generalized differential equations. J. Math. Anal. Appl. 110:436-441.
30. L. A. Lyusternik (1934). On the conditional extrema of functionals. Sb. Math. 41:390-401.
31. B. S. Mordukhovich (1993). Complete characterization of openness, metric regularity, and Lipschitzian properties of multifunctions. Trans. Am. Math. Soc. 340(1):1-35.
32. K. Nachi and J.-P. Penot (2005). Inversion of multifunctions and differential inclusions. Control Cybernet. 34(3):871-901.
33. D. Pallaschke and S. Rolewicz (1997). Foundations of Mathematical Optimization: Convex Analysis without Linearity. Springer Science+Business Media, Dordrecht.
34. S. M. Robinson (1980). Strongly regular generalized equations. Math. Oper. Res. 5:43-62.
35. R. T. Rockafellar and R. J.-B. Wets (2009). Variational Analysis. Springer-Verlag, Berlin, Heidelberg.
36. L. Ronglu, Z. Shuhui and C. Swartzc (2010). An open mapping theorem without continuity and linearity. Topology Appl. 175:2086-2093.

[^0]:    CONTACT Vicențiu D. Rădulescu $\otimes$ vicentiu.radulescu@imar.ro; vicentiu.radulescu@math.cnrs.fr © Department of Mathematics, Faculty of Sciences, King Abdulaziz University, P.O. Box 80203, Jeddah 21589, Saudi Arabia; Department of Mathematics, University of Craiova, Street A.I. Cuza No 13, 200585 Craiova, Romania.
    © 2017 Taylor \& Francis

