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## Foreword

Partial differential equations and, in particular, linear elliptic equations were created and introduced in science in the first decades of the nineteenth century in order to study gravitational and electric fields and to model diffusion processes in Physics. The heat equation, the Navier-Stokes system, the wave equation and the Schrödinger equations introduced later on to describe the dynamic of heat conduction, Newtonian fluid flows and, respectively, quantum mechanics are the basic equations of mathematical physics which are, in spite of their complexity, centered around the notion of Laplacian or, in other words, linear diffusion. However, these equations, which were primarily created to model physical processes, played an important role in almost all branches of mathematics and, as a matter of fact, can be viewed as a chapter of applied mathematics as well as of so-called pure mathematics. In fact, the linear elliptic operators and, in particular, the Laplacian represent without any doubt a bridge that connects a large number of mathematical fields and concepts and provides the mathematical framework for physical theories as well as for the theory of stochastic processes and some new mathematical technologies for image restoring and processing. The well posedness of the basic boundary value problems associated with the Laplace operator is a fundamental topic of the theory of partial differential equations. It is instructive to recall that the well posedness of the Dirichlet and Neumann problem remained open and unsolved for more than half a century until the turn of the nineteenth century, when Ivar Fredholm solved it by a new and influential idea which is at the origin of a several branches of mathematics which will change the analysis of the twentieth century; primarily, I have in mind here functional analysis and operator theory. A related problem, the

Dirichlet variational principle, had a similar history, being rigorously proved only in the fourth decade of the last century after the creation of Sobolev spaces. This principle is at the origin of variational theory of elliptic problems and of the concept of weak or distributional solution, which fundamentally changed the basics ideas and techniques of PDEs in the second part of the last century. The mathematicians of the nineteenth century failed to prove this principle because it is not well posed in spaces of differentiable functions, but in functional spaces with energetic norms that is in Sobolev spaces which were discovered later on. Nonlinear elliptic boundary value problems arise naturally in the description of physical phenomena and, in particular, of reaction-diffusion processes, governed by nonlinear diffusion laws, or in geometry (the minimal surface equation or uniformization theorem in Riemannian geometry). The well posedness of most of these nonlinear problems was treated by the new functional methods introduced in the last century such as the Banach principle, Schauder fixed point theorem and Schauder-Leray degree theorem and, in the 1960s, by the Minty-Browder theory of nonlinear maximal monotone operators in Banach spaces. It should be said that most of these functional approaches to nonlinear elliptic problems lead to existence results in spaces with energetic norms (Sobolev spaces) and so quite often these are inefficient or too rough to put in evidence sharp qualitative properties of solutions such as asymptotic behavior, monotonicity or comparison results. Some classical methods such as the maximum principles, integral representation of solutions or complex analysis techniques are very efficient to obtain sharp results for new classes of elliptic problems of special nature. These techniques, which perhaps have their origins in the classical work of Peano on existence and construction of solutions to the Dirichlet problem by method of sub and supersolutions, are still largely used in the modern theory of nonlinear elliptic equations. This book is a very nice illustration of these techniques in the treatment of the existence of positive solutions, which are unbounded to frontier or for singular solutions to logistic elliptic equations as well as for the minimality principle for semilinear elliptic equations. Most of the elliptic equations studied in this book are of singular nature or develop some "pathological" behavior which requires sharp and specific investigation tools different to the standard functional or energetic methods mentioned above. In the same category are the corresponding variational problems which, in the absence of convexity, need some sophisticated instruments such as the Mountains Pass theorem, the Ekeland variational principle
or the Brezis-Lieb lemma. A fact indeed remarkable in this book is the variety of problems studied and of methods and arguments. The authors avoid formulations, tedious arguments and maximum generality, which is a general temptation of mathematicians in favor of simplicity; they confine to specific but important problems most of them famous in literature, and try to extract from their treatment the essential ideas and features of the approach. The examples from chemistry and biology chosen to illustrate the theory are carefully selected and significant (the Brusselator, reaction-diffusion systems, pattern formation).

Marius Ghergu and Vicenţiu D. Rădulescu, who are well-known specialists in the field, have coauthored in this work a remarkable monograph on recent results on nonlinear techniques in the theory of elliptic equations, largely based on their research works. The book is of a high scientific standard, but readable and accessible to a large category of people interested in the modern theory of partial differential equations.

Romanian Academy

Viorel Barbu

## A Short Overview of the Book

Among all mathematical disciplines the theory of differential equations is the most important. It furnishes the explanation of all those elementary manifestations of nature which involve time.

Sophus Lie (1842-1899)
Much of the modern science is based on the application of mathematics. It is central to modern society, underpins scientific and industrial research, and is key to our economy. Mathematics is the engine of science and engineering. It also has an elegance and beauty that fascinates and inspires those who understand it.

Mathematics provides the theoretical framework for biosciences, for statistics and data analysis, as well as for computer science. New discoveries within mathematics affect not only science, but also our general understanding of the world we live in. Problems in biological sciences, in physics, chemistry, engineering, and in computational science are using increasingly sophisticated mathematical techniques. For this strong reason, the bridge between the mathematical sciences and other disciplines is heavily traveled.

Biosciences are some of the most fascinating of all scientific disciplines and is an area of applied sciences we use to explore and try to explain the uncertain world in which we live. It is no surprise, then, that at the heart of a professional in this field is a fascination with, and a desire to understand, the "how and why" of the material world around us.

The purpose of this volume is to meet the current and future needs of the interaction between mathematics and various biosciences. This is first done by encouraging
the ways that mathematics may be applied in traditional areas such as biology, chemistry, or genetics, as well as pointing towards new and innovative areas of applications. Next, we intend to encourage other scientific disciplines (mainly oriented to natural sciences) to engage in a dialog with mathematicians, outlining their problems to both access new methods and suggest innovative developments within mathematics itself.

The first chapter presents the main mathematical methods used in the book. Such tools include iterative methods and maximum principle, variational methods and critical point theory as well as topological methods and degree theory.

The second chapter deals with Liouville type results for elliptic operators in divergence form. Since its appearance in the nineteenth century, many results in the theory of Partial Differential Equations have been devoted to characterize all data functions $f$ such that the standard elliptic inequality $\mathscr{L} u \geq f(x, u)$ admits only the trivial solution. We discuss such type of problems for elliptic operators of the form $\mathscr{L} u=-\operatorname{div}[A(|\nabla u|) \nabla u]$.

Chapter 3 is concerned with the study of solutions to the equation $\Delta u=\rho(x) f(u)$ in a smooth domain that blow-up at the boundary in the sense that $\lim _{x \rightarrow x_{0}} u(x)=$ $+\infty$, for all $x_{0} \in \partial \Omega$; in case $\Omega=\mathbb{R}^{N}$, this condition can be simply formulated as $\lim _{|x| \rightarrow \infty} u(x)=+\infty$. Here we emphasize the role played by the Keller-Osserman integral condition.

Chapters 4 and 5 deal with some related singular elliptic problems. This time, the solution is bounded but the nonlinearity appearing in the problem is unbounded around the boundary of the domain. Particular attention is paid to the Lane-Emden equation and the associated system in this singular framework. Chapter 4 is devoted to the model equation $-\Delta u=a u+u^{-\alpha}, 0<\alpha<1$ and the associated system. In Chap. 5 we study singular elliptic problems in exterior domains. Here we point out the role played by the geometry of the domain in the existence of a $C^{2}$ solution. In particular we completely describe the solution set of the equation $-\Delta u=|x|^{\alpha} u^{-p}$ by showing that all the solutions are radially symmetric and characterized by two parameters.

Chapter 6 presents two classes of quasilinear elliptic equations. The approach in this chapter is variational and combines some tools in this field such as Ekeland's variational principle and mountain pass theorem. The lack of compactness of

Sobolev embeddings or the presence of $p$-Laplace operator are the main features of the chapter.

In Chap. 7 we are concerned with three classes of higher order elliptic problems involving the polyharmonic operator. By adopting three different approaches we underline the complex structure of such problems in which the higher order differential operator and the type of conditions imposed on the boundary play an important role in the qualitative study of solutions.

The last two chapters are devoted to reaction diffusion systems. In their most general form, the models we intend to study can be stated as

$$
\begin{cases}u_{t}=d_{u} \Delta u+f(u, v) & (x \in \Omega, t>0)  \tag{0.1}\\ v_{t}=d_{v} \Delta u+g(u, v) & (x \in \Omega, t>0)\end{cases}
$$

These equations describe the evolution of the concentrations, $u=u(x, t), v=v(x, t)$ at spatial position $x$ and time $t$, of two chemicals due to diffusion, with different constant diffusion coefficients $d_{u}, d_{v}$, respectively, and reaction, modeled by the typically nonlinear functions $f$ and $g$ that can be derived from chemical reaction formulas by using the law of mass action and other physical conditions.

In Chap. 9 several reaction-diffusion models are studied. Oscillating chemical reactions have been a rich source of varied spatial-temporal patterns since the discovery of the oscillating wave in the Belousov-Zhabotinsky reaction in 1950s. These phenomena and observations have been transferred to challenging mathematical problems through various models, especially reaction-diffusion equations. Among these mathematical models, we present:

- The Brusselator model introduced by Prigogine and Lefever in 1968 as a model for an autocatalytic oscillating chemical reaction. This corresponds to

$$
f(u, v)=a-(b+1) u+u^{2} v, \quad g(u, v)=b u-u^{2} v .
$$

- The Schnackenberg model for chemical reactions with limit cycle behavior

$$
f(u, v)=a-u+u^{2} v, \quad g(u, v)=b-u^{2} v .
$$

- The Lengyel-Epstein model for the chlorite-iodide-malonic acid (CIMA) reaction. This corresponds to ( 0.1 ) with the nonlinearities $f$ and $g$ given by

$$
f(u, v)=a-u-4 u v /\left(1+u^{2}\right), \quad g(u, v)=b\left[u-\frac{u v}{1+u^{2}}\right]
$$

In the last chapter we discuss a reaction-diffusion model arising in molecular biology proposed by Gierer and Meinhardt [98] in 1972 for pattern formation of spatial tissue structures of hydra in morphogenesis, a biological phenomenon discovered by Trembley in 1744. Following this model, the nonlinearities $f$ and $g$ are given by

$$
f(u, v)=-\alpha u+\frac{u^{p}}{v^{q}}+\rho(x), \quad g(u, v)=-\beta v+\frac{u^{r}}{v^{s}}
$$

where $\alpha, \beta>0, \rho$ is the source distribution and the exponents $p, q, r, s$ are positive real numbers.

For the reader's convenience, we have included two appendices that contain some technical results about Caffarelli-Kohn-Nirenberg inequality and estimates for the Green function associated with the biharmonic operator.

The few examples we have provided illustrate the great alliance between mathematics and biosciences. This is recognized universally and both disciplines thrived by supporting each other. The prerequisite for this book includes a good undergraduate course in functional analysis and Partial Differential Equations. This book is intended for advanced graduate students and researchers in both pure and applied mathematics.

Our vision throughout this volume is closely inspired by the following words of V.I. Arnold (1983, see [8, p. 87]) on the role of mathematics in the understanding of real processes: In every mathematical investigation the question will arise whether we can apply our results to the real world. Consequently, the question arises of choosing those properties which are not very sensitive to small changes in the model and thus may be viewed as properties of the real process.

Ireland
Romania
Marius Ghergu
Vicenţiu D. Rădulescu
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# Chapter 1 <br> Overview of Mathematical Methods in Partial Differential Equations 

Mathematics may be defined as the subject in which we never know what we are talking about, nor whether what we are saying is true.

Bertrand Russell (1872-1970)
In this chapter we collect some results in Nonlinear Analysis that will be frequently used in the book. The first part of this chapter deals with comparison principles for second order differential operators and enables us to obtain an ordered structure of the solution set and, in most of the cases, the uniqueness of the solution. In the second part of this chapter we review the celebrated method of moving planes that allows us to deduce the radial symmetry of the solution. The third part of this chapter is concerned with variational methods. The final section contains some results in degree theory that will be mostly used to derive existence and nonexistence of a stationary solution to some reaction-diffusion systems.

### 1.1 Comparison Principles

We start this section with the following result which is due to Lou and Ni (see [139] or [140]).

Theorem 1.1 Let $g \in C^{1}(\bar{\Omega} \times \mathbb{R})$.
(i) If $w \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ satisfies

$$
\begin{equation*}
\Delta w+g(x, w) \geq 0 \text { in } \Omega, \quad \frac{\partial w}{\partial n} \leq 0 \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

and $w\left(x_{0}\right)=\max _{\bar{\Omega}} w$, then $g\left(x_{0}, w\left(x_{0}\right)\right) \geq 0$.
(ii) If $w \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ satisfies

$$
\Delta w+g(x, w) \leq 0 \text { in } \Omega, \quad \frac{\partial w}{\partial n} \geq 0 \text { on } \partial \Omega,
$$

and $w\left(x_{0}\right)=\min _{\bar{\Omega}} w$, then $g\left(x_{0}, w\left(x_{0}\right)\right) \leq 0$.
Proof. We shall prove only part (i) as (ii) can be established in a similar way. There are two possibilities for our consideration.
Case 1: $x_{0} \in \Omega$. Since $w\left(x_{0}\right)=\max _{\bar{\Omega}} w$ we have $\Delta w\left(x_{0}\right) \leq 0$ and now from the first inequality in (1.1) we obtain $g\left(x_{0}, w\left(x_{0}\right)\right) \leq 0$.
Case 2: $x_{0} \in \partial \Omega$. Assume by contradiction that $g\left(x_{0}, w\left(x_{0}\right)\right)<0$. By the continuity of $g$ and $w$, there exists a ball $B \subset \bar{\Omega}$ with $\partial B \cap \partial \Omega=\left\{x_{0}\right\}$ such that

$$
g(x, w(x))<0 \quad \text { for all } x \in B
$$

Thus, from (1.1) we find $\Delta w>0$ in $B$. Since $w\left(x_{0}\right)=\max _{\bar{B}} w$, it follows from the Hopf boundary lemma that $\partial w / \partial n\left(x_{0}\right)>0$ which contradicts the boundary condition in (1.1). This completes the proof of Theorem 1.1.

Basic to our purposes in this book we state and prove the following result which is suitable for singular nonlinearities.

Theorem 1.2 Let $\Psi: \Omega \times(0, \infty) \rightarrow \mathbb{R}$ be a Hölder continuous function such that the mapping $(0, \infty) \ni t \longmapsto \Psi(x, t) / t$ is decreasing for each $x \in \Omega$. Assume that there exist $v_{1}, v_{2} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that
(a) $\Delta v_{1}+\Psi\left(x, v_{1}\right) \leq 0 \leq \Delta v_{2}+\Psi\left(x, v_{2}\right)$ in $\Omega ;$
(b) $v_{1}, v_{2}>0$ in $\Omega$ and $v_{1} \geq v_{2}$ on $\partial \Omega$;
(c) $\Delta v_{1} \in L^{1}(\Omega)$ or $\Delta v_{2} \in L^{1}(\Omega)$.

Then $v_{1} \geq v_{2}$ in $\Omega$.
Proof. Suppose by contradiction that $v \leq w$ is not true in $\Omega$. Then, we can find $\varepsilon_{0}, \delta_{0}>0$ and a ball $B \subset \subset \Omega$ such that

$$
\begin{gather*}
v-w \geq \varepsilon_{0} \quad \text { in } B  \tag{1.2}\\
\int_{B} v w\left(\frac{\Phi(x, w)}{w}-\frac{\Phi(x, v)}{v}\right) d x \geq \delta_{0} . \tag{1.3}
\end{gather*}
$$

Let us assume that $\Delta w \in L^{1}(\Omega)$ and set

$$
M=\max \left\{1,\|\Delta w\|_{L^{1}(\Omega)}\right\}, \varepsilon=\min \left\{1, \varepsilon_{0}, \frac{\delta_{0}}{4 M}\right\}
$$

Consider $\theta \in C^{1}(\mathbb{R})$ a nondecreasing function such that $0 \leq \theta \leq 1, \theta(t)=0$, if $t \leq 1 / 2$ and $\theta(t)=1$ for all $t \geq 1$. Define

$$
\theta_{\varepsilon}(t)=\theta\left(\frac{t}{\varepsilon}\right), \quad t \in \mathbb{R} .
$$

Because $w \geq v$ on $\partial \Omega$, we can find a smooth subdomain $\Omega^{*} \subset \subset \Omega$ such that

$$
B \subset \Omega^{*} \quad \text { and } v-w<\frac{\varepsilon}{2} \text { in } \Omega \backslash \Omega^{*}
$$

Using hypotheses (i) and (ii) we deduce

$$
\begin{equation*}
\int_{\Omega^{*}}(w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x \geq \int_{\Omega^{*}} v w\left(\frac{\Phi(x, w)}{w}-\frac{\Phi(x, v)}{v}\right) \theta_{\varepsilon}(v-w) d x \tag{1.4}
\end{equation*}
$$

By relation (1.3), we have

$$
\begin{aligned}
& \int_{\Omega^{*}} v w\left(\frac{\Phi(x, w)}{w}-\frac{\Phi(x, v)}{v}\right) \theta_{\varepsilon}(v-w) d x \\
& \quad \geq \int_{B} v w\left(\frac{\Phi(x, w)}{w}-\frac{\Phi(x, v)}{v}\right) \theta_{\varepsilon}(v-w) d x \\
& \quad=\int_{B} v w\left(\frac{\Phi(x, w)}{w}-\frac{\Phi(x, v)}{v}\right) d x \\
& \quad \geq \delta_{0}
\end{aligned}
$$

To raise a contradiction, we need only to prove that the left-hand side in (1.4) is smaller than $\delta_{0}$. For this purpose, define

$$
\Theta_{\varepsilon}(t):=\int_{0}^{t} s \theta_{\varepsilon}^{\prime}(s) d s, \quad t \in \mathbb{R}
$$

It is easy to see that

$$
\begin{equation*}
\Theta_{\varepsilon}(t)=0, \text { if } t<\frac{\varepsilon}{2} \quad \text { and } 0 \leq \Theta_{\varepsilon}(t) \leq 2 \varepsilon, \text { for all } t \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

Now, using Green's first formula, we evaluate the left side of (1.4):

$$
\begin{aligned}
\int_{\Omega^{*}} & (w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x \\
= & \int_{\partial \Omega^{*}} w \theta_{\varepsilon}(v-w) \frac{\partial v}{\partial n} d \sigma(x)-\int_{\Omega^{*}}(\nabla w \cdot \nabla v) \theta_{\varepsilon}(v-w) d x \\
& -\int_{\Omega^{*}} w \theta_{\varepsilon}^{\prime}(v-w) \nabla v \cdot \nabla(v-w) d x-\int_{\partial \Omega^{*}} v \theta_{\varepsilon}(v-w) \frac{\partial w}{\partial n} d \sigma(x) \\
& +\int_{\Omega^{*}}(\nabla w \cdot \nabla v) \theta_{\varepsilon}(v-w) d x+\int_{\Omega^{*}} v \theta_{\varepsilon}^{\prime}(v-w) \nabla w \cdot \nabla(v-w) d x \\
= & \int_{\Omega^{*}} \theta_{\varepsilon}^{\prime}(v-w)(v \nabla w-w \nabla v) \cdot \nabla(v-w) d x
\end{aligned}
$$

The previous relation can be rewritten as

$$
\begin{aligned}
\int_{\Omega^{*}}(w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x= & \int_{\Omega^{*}} w \theta_{\varepsilon}^{\prime}(v-w) \nabla(w-v) \cdot \nabla(v-w) d x \\
& +\int_{\Omega^{*}}(v-w) \theta_{\varepsilon}^{\prime}(v-w) \nabla w \cdot \nabla(v-w) d x
\end{aligned}
$$

Because $\int_{\Omega^{*}} w \theta_{\varepsilon}^{\prime}(v-w) \nabla(w-v) \cdot \nabla(v-w) d x \leq 0$, the last equality yields

$$
\int_{\Omega^{*}}(w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x \leq \int_{\Omega^{*}}(v-w) \theta_{\varepsilon}^{\prime}(v-w) \nabla w \cdot \nabla(v-w) d x
$$

Therefore,

$$
\int_{\Omega^{*}}(w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x \leq \int_{\Omega^{*}} \nabla w \cdot \nabla\left(\Theta_{\varepsilon}(v-w)\right) d x
$$

Again by Green's first formula, and by (1.5), we have

$$
\begin{aligned}
\int_{\Omega^{*}}(w \Delta v-v \Delta w) \theta_{\varepsilon}(v-w) d x \leq & \int_{\partial \Omega^{*}} \Theta_{\varepsilon}(v-w) \frac{\partial w}{\partial n} d \sigma(x) \\
& -\int_{\Omega^{*}} \Theta_{\varepsilon}(v-w) \Delta w d x \\
\leq & -\int_{\Omega^{*}} \Theta_{\varepsilon}(v-w) \Delta w d x \leq 2 \varepsilon \int_{\Omega^{*}}|\Delta w| d x \\
\leq & 2 \varepsilon M<\frac{\delta_{0}}{2}
\end{aligned}
$$

Thus, we have obtained a contradiction. Hence $v \leq w$ in $\Omega$, which completes the proof.

A direct consequence of Theorem 1.2 is the result below.
Corollary 1.3 Let $k \in C(0, \infty)$ be a positive decreasing function and $a_{1}, a_{2} \in C(\Omega)$ with $0<a_{2} \leq a_{1}$ in $\Omega$. Assume that there exist $\beta \geq 0, v_{1}, v_{2} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such
that $v_{1}, v_{2}>0$ in $\Omega, v_{1} \geq v_{2}$ on $\partial \Omega$ and

$$
\Delta v_{1}-\beta v_{1}+a_{1}(x) k\left(v_{1}\right) \leq 0 \leq \Delta v_{2}-\beta v_{2}+a_{2}(x) k\left(v_{2}\right) \quad \text { in } \Omega .
$$

Then $v_{1} \geq v_{2}$ in $\Omega$.
Proof. We simply apply Theorem 1.2 in the particular case

$$
\Phi(x, t)=-\beta t+a_{1}(x) k(t), \quad(x, t) \in \Omega \times(0, \infty)
$$

Let us now consider the more general elliptic operator in divergence form

$$
\mathscr{L} u:=\operatorname{div}[A(|\nabla u|) \nabla u],
$$

where $A \in C(0, \infty)$ is positive such that the mapping $t \mapsto t A(t)$ is increasing.
Theorem 1.4 Let $\Omega$ be a bounded and smooth domain in $\mathbb{R}^{N}(N \geq 1), \rho \in C(\bar{\Omega})$ and $f \in C(\mathbb{R})$. Assume that $u, v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ satisfy
(i) $\mathscr{L} u-\rho(x) f(u) \geq 0 \geq \mathscr{L} v-\rho(x) f(v)$ in $\Omega$;
(ii) $u \leq v$ on $\partial \Omega$.

Then $u \leq v$ in $\Omega$.
Proof. Let $\phi: \mathbb{R} \rightarrow[0, \infty)$ be a $C^{1}$-function such that $\phi=0$ on $(-\infty, 0]$ and $\phi$ is strictly increasing on $[0, \infty)$. We first multiply by $\phi(u-v)$ in (i) and obtain

$$
(\mathscr{L} u-\mathscr{L} v) \phi(u-v) \geq \rho(x)(f(u)-f(v)) \phi(u-v) \quad \text { in } \Omega .
$$

Integrating over $\Omega$, by the divergence theorem we find

$$
\begin{aligned}
-\int_{\Omega}[A(|\nabla u|) \nabla u-A(|\nabla v|) \nabla v] & \cdot \nabla(u-v) \phi(u-v) d x \\
& \geq \int_{\Omega} \rho(x)(f(u)-f(v)) \phi(u-v) d x \geq 0
\end{aligned}
$$

Hence

$$
\begin{equation*}
\int_{\Omega}[A(|\nabla u|) \nabla u-A(|\nabla v|) \nabla v] \cdot \nabla(u-v) \phi(u-v) d x \leq 0 . \tag{1.6}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
{[A(|\nabla u|) \nabla u-A(|\nabla v|) \nabla v] \cdot } & \nabla(u-v) \\
= & {[A(|\nabla u|)|\nabla u|-A(|\nabla v|)|\nabla v|](|\nabla u|-|\nabla v|) } \\
& +[A(|\nabla u|)+A(|\nabla v|)](|\nabla u||\nabla v|-\nabla u \cdot \nabla v)
\end{aligned}
$$

so that

$$
[A(|\nabla u|) \nabla u-A(|\nabla v|) \nabla v] \cdot \nabla(u-v) \geq 0 \quad \text { in } \Omega
$$

with equality if and only if $\nabla u=\nabla v$. Using this fact in (1.6) it follows that $u \leq v$ in $\Omega$. This finishes the proof of our result.

Theorem 1.5 Let $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ be a smooth bounded domain, $T>0$, and

$$
\mathscr{L} u:=\partial_{t} u-a(x, t, u) \Delta u+f(x, t, u),
$$

where $a, f: \bar{\Omega} \times[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}$ are continuous functions such that $a \geq 0$ in $\bar{\Omega} \times[0, \infty)$. Assume that there exist $u_{1}, u_{2} \in C^{2,1}(\Omega \times(0, T)) \cap C(\bar{\Omega} \times[0, T])$ such that:
(i) $\mathscr{L} u_{1} \leq \mathscr{L} u_{2}$ in $\Omega \times(0, T)$.
(ii) $u_{1} \leq u_{2}$ on $\Sigma_{T}:=(\partial \Omega \times(0, T)) \cup(\Omega \times\{0\})$.
(iii) at least for one $i \in\{1,2\}$ we have $\left|D^{2} u_{i}\right| \in L^{\infty}(\bar{\Omega} \times[0, T])$ and the functions $a$ and $f$ are Lipschitz with respect to the $u$ variable in the neighborhood of $K:=u_{i}(\bar{\Omega} \times[0, T])$.

Then $u_{1} \leq u_{2}$ in $\Omega \times[0, T]$.

### 1.2 Radial Symmetry of Solutions to Semilinear Elliptic Equations

An important tool in establishing the radial symmetry of a solution to elliptic PDEs is the so-called moving plane method that goes back to A.D. Alexandroff and J. Serrin. It was then refined by Gidas, Ni and Nirenberg in the celebrated paper [97]. The requirements on the regularity of the domain were further simplified by Berestycki and Nirenberg [16]. We follow here the line in [16] and [25] to provide the reader with a simple and instructive proof of the radial symmetry of solutions to semilinear elliptic PDEs in bounded and convex domains $\Omega$ that vanish on $\partial \Omega$.

Theorem 1.6 Let $\Omega \subset \mathbb{R}^{N}$ be a convex domain which is symmetric about the $x_{1}$ axis. Assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is a Lipschitz continuous function and $\rho:[0, \infty) \rightarrow \mathbb{R}$ is a decreasing function. If $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ satisfies

$$
\left\{\begin{align*}
-\Delta u & =\rho(|x|) f(u), u>0 & & \text { in } \Omega  \tag{1.7}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

then $u$ is symmetric with respect to the $x_{1}$ axis.
Proof. We first need a version of the maximum principle for small domains as stated below.

Lemma 1.7 Let $a \in C(\bar{\Omega})$ and $w \in C^{2}(\omega) \cap C(\bar{\omega})$ be such that

$$
\left\{\begin{align*}
-\Delta w+a(x) w \geq 0 & \text { in } \omega  \tag{1.8}\\
w \geq 0 & \text { on } \partial \omega
\end{align*}\right.
$$

If

$$
\begin{equation*}
\left\|a^{-}\right\|_{L^{N / 2}(\omega)} \geq S_{N} \tag{1.9}
\end{equation*}
$$

where $S_{N}$ is the best Sobolev constant in $\omega$, then $w \geq 0$ in $\omega$. In particular, if

$$
\left\|a^{-}\right\|_{L^{\infty}(\omega)}|\omega|^{N / 2} \leq S_{N}
$$

that is, if $\omega$ is small, then $w \geq 0$ in $\omega$.
Proof. We multiply the first inequality in (1.8) by $w^{-}=\max \{-w, 0\}$. Integrating over $\omega$ we obtain

$$
\int_{\omega}\left|\nabla w^{-}\right|^{2} d x+\int_{\omega} a(x)\left|w^{-}\right|^{2} d x \leq 0
$$

This also yields

$$
\int_{\omega}\left|\nabla w^{-}\right|^{2} d x \leq \int_{\omega} a^{-}(x)\left|w^{-}\right|^{2} d x
$$

On the other hand, by Sobolev and Hölder inequalities we find

$$
S_{N}\left\|w^{-}\right\|_{L^{2 N /(N-2)}(\omega)} \leq \int_{\omega} a^{-}(x)\left|w^{-}\right|^{2} d x \leq\left\|a^{-}\right\|_{L^{N / 2}(\omega)}\left\|w^{-}\right\|_{L^{2 N /(N-2)}}(\omega)
$$

Using (1.9), the above inequality implies $\left\|w^{-}\right\|_{L^{2 N /(N-2)}(\omega)}=0$, so $w \geq 0$ in $\omega$.
Let us now come back to the proof of Theorem 1.6. For any $x=\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \mathbb{R}^{N}$ we write $x=\left(x_{1}, x^{\prime}\right)$, where $x_{1} \in \mathbb{R}$ and $x^{\prime} \in \mathbb{R}^{N-1}$. Let

$$
\lambda_{0}=\max \left\{x_{1}:\left(x_{1}, x^{\prime}\right) \in \bar{\Omega}\right\}
$$

We claim that

$$
\begin{equation*}
u\left(x_{1}, x^{\prime}\right)<u\left(y_{1}, x^{\prime}\right) \tag{1.10}
\end{equation*}
$$

for all $\left(x_{1}, x^{\prime}\right) \in \Omega$ with $x_{1}>0$ and all $y_{1} \in \mathbb{R}$ with $\left|y_{1}\right|<x_{1}$.
Then (1.10) implies $u\left(x_{1}, x^{\prime}\right) \leq u\left(x_{1},-x^{\prime}\right)$ and similarly $u\left(x_{1}, x^{\prime}\right) \geq u\left(x_{1},-x^{\prime}\right)$. so $u\left(x_{1}, x^{\prime}\right)=u\left(x_{1},-x^{\prime}\right)$, that is, $u$ is symmetric about the $x_{1}$ axis. For any $0<\lambda<\lambda_{0}$ define

$$
\Sigma_{\lambda}=\left\{x=\left(x_{1}, x^{\prime}\right) \in \Omega: x_{1}>\lambda\right\}
$$

and

$$
w_{\lambda}(x)=u_{\lambda}(x)-u(x), \quad x \in \Sigma_{\lambda},
$$

where $u_{\lambda}(x)=u\left(2 \lambda-x_{1}, x^{\prime}\right)$. Note that $w_{\lambda}$ is well defined in $\Sigma_{\lambda}$ since $\Omega$ is convex and symmetric about the hyperplane $x_{1}=0$. Let us further remark that (1.10) is equivalent to

$$
\begin{equation*}
w_{\lambda}>0 \quad \text { in } \Sigma_{\lambda}, \quad \text { for all } 0<\lambda<\lambda_{0} . \tag{1.11}
\end{equation*}
$$

From (1.7) we have

$$
-\Delta w_{\lambda}+\rho(|x|) \frac{f(u)-f\left(u_{\lambda}\right)}{u_{\lambda}-u} w_{\lambda}+\rho(|x|)-\rho\left(\left|x_{\lambda}\right|\right) w_{\lambda}=0 \quad \text { in } \Sigma_{\lambda},
$$

where $x_{\lambda}=\left(2 \lambda-x_{1}, x^{\prime}\right)$. This yields

$$
-\Delta w_{\lambda}+a(x) w_{\lambda} \geq 0 \quad \text { in } \Sigma_{\lambda}
$$

where

$$
a(x)= \begin{cases}\rho(|x|) \frac{f(u)-f\left(u_{\lambda}\right)}{u_{\lambda}-u} & \text { if } w_{\lambda}(x) \neq 0 \\ 0 & \text { if } w_{\lambda}(x)=0\end{cases}
$$

Remark that $a \in L^{\infty}(\Omega)$ and $\|a\|_{L^{\infty}(\Omega)} \leq L\|\rho\|_{L^{\infty}(\Omega)}$, where $L$ is the Lipschitz constant of $f$ on the interval $\left[-\|u\|_{L^{\infty}(\Omega)},\|u\|_{L^{\infty}(\Omega)}\right]$. Furthermore, we have

$$
w_{\lambda}>0 \quad \text { on } \partial \Sigma_{\lambda} \cap \partial \Omega, \quad w_{\lambda}=0 \quad \text { on } \partial \Sigma \cap \Omega .
$$

Thus, by taking $\lambda$ close to $\lambda_{0}$, by Lemma 1.7 we obtain $w_{\lambda} \geq 0$ in $\Sigma_{\lambda}$. Let

$$
\mathscr{A}=\left\{0<\lambda<\lambda_{0}: w_{\lambda} \geq 0 \text { in } \Sigma_{\lambda}\right\} .
$$

It is easily seen that $\mathscr{A}$ is closed. We next prove that $\mathscr{A}$ is open. To this aim, let $\lambda \in \mathscr{A}$. By the strong maximum principle, $w_{\lambda}>0$ in $\Sigma$. Let $K \subset \Sigma_{\lambda}$ be a compact set such that $\left|\Sigma_{\mu} \backslash K\right|$ is small, for $\mu$ in a neighborhood of $\lambda$. Also, there exists $c>0$ such that $w_{\lambda} \geq c>0$ in $K$, so by continuity arguments we have $w_{\mu}>0$ in $K$ for $\mu$ near $\lambda$. This yields $w_{\mu} \geq 0$ on $\partial\left(\Sigma_{\mu} \backslash K\right)$, so by Lemma 1.7 we find $w_{\mu} \geq 0$ in $\Sigma_{\mu} \backslash K$, so $w_{\mu} \geq 0$ in $\Sigma_{\mu}$. This proves that $\mathscr{A}$ is open, so $\mathscr{A}=\left(0, \lambda_{0}\right)$. This implies that (1.11) holds, that is, $u$ is symmetric with respect to the $x_{1}$ axis.

### 1.3 Variational Methods

### 1.3.1 Ekeland's Variational Principle

Ekeland's variational principle [67] was established in 1974, with its main feature of how to use the norm completeness and a partial ordering to obtain a point where a linear functional achieves its supremum on a closed bounded convex set. In its original form, Ekeland's variational principle can be stated as follows.

Theorem 1.8 (Ekeland's Variational Principle) Let $(M, d)$ be a complete metric space and assume that $\Phi: M \rightarrow(-\infty, \infty], \Phi \not \equiv \infty$, is a lower semicontinuous functional that is bounded from below.

Then, for every $\varepsilon>0$ and for any $z_{0} \in M$, there exists $z \in M$ such that
(i) $\Phi(z) \leq \Phi\left(z_{0}\right)-\varepsilon d\left(z, z_{0}\right)$;
(ii) $\Phi(x) \geq \Phi(z)-\varepsilon d(x, z)$, for any $x \in M$.

Proof. We may assume without loss of generality that $\varepsilon=1$. Define the following binary relation on $M$ :

$$
y \leq x \quad \text { if and only if } \quad \Phi(y)-\Phi(x)+d(x, y) \leq 0
$$

Then " $\leq$ " is a partial order relation-that is,
(a) $x \leq x$, for any $x \in M$;
(b) if $x \leq y$ and $y \leq x$ then $x=y$;
(c) if $x \leq y$ and $y \leq z$ then $x \leq z$.

For arbitrary $x \in M$, set

$$
S(x):=\{y \in M: y \leq x\} .
$$

Let $\left\{\varepsilon_{n}\right\}$ be a sequence of positive numbers such that $\varepsilon_{n} \rightarrow 0$ and fix $z_{0} \in M$. For any $n \geq 0$, let $z_{n+1} \in S\left(z_{n}\right)$ be such that

$$
\Phi\left(z_{n+1}\right) \leq \inf _{S\left(z_{n}\right)} \Phi+\varepsilon_{n+1}
$$

The existence of $z_{n+1}$ follows from the definition of $S(x)$. We prove that the sequence $\left\{z_{n}\right\}$ converges to some element $z$, which satisfies (i) and (ii).

Let us first remark that $S(y) \subset S(x)$, provided that $y \leq x$. Hence, $S\left(z_{n+1}\right) \subset S\left(z_{n}\right)$. It follows that for any $n \geq 0$,

$$
\Phi\left(z_{n+1}\right)-\Phi\left(z_{n}\right)+d\left(z_{n}, z_{n+1}\right) \leq 0
$$

which implies $\Phi\left(z_{n+1}\right) \leq \Phi\left(z_{n}\right)$. Because $\Phi$ is bounded from below, we deduce that the sequence $\left\{\Phi\left(z_{n}\right)\right\}$ converges.

We prove in what follows that $\left\{z_{n}\right\}$ is a Cauchy sequence. Indeed, for any $n$ and $p$ we have

$$
\begin{equation*}
\Phi\left(z_{n+p}\right)-\Phi\left(z_{n}\right)+d\left(z_{n+p}, z_{n}\right) \leq 0 . \tag{1.12}
\end{equation*}
$$

Therefore,

$$
d\left(z_{n+p}, z_{n}\right) \leq \boldsymbol{\Phi}\left(z_{n}\right)-\boldsymbol{\Phi}\left(z_{n+p}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty,
$$

which shows that $\left\{z_{n}\right\}$ is a Cauchy sequence, so it converges to some $z \in M$. Now, taking $n=0$ in (1.12), we find

$$
\Phi\left(z_{p}\right)-\Phi\left(z_{0}\right)+d\left(z_{p}, z_{0}\right) \leq 0
$$

So, as $p \rightarrow \infty$, we find (i).
To prove (ii), let us choose arbitrarily $x \in M$. We distinguish the following situations.

Case 1: $x \in S\left(z_{n}\right)$, for any $n \geq 0$. It follows that $\Phi\left(z_{n+1}\right) \leq \Phi(x)+\varepsilon_{n+1}$, which implies that $\Phi(z) \leq \Phi(x)$.
Case 2: There exists an integer $N \geq 1$ such that $x \notin S\left(z_{n}\right)$, for any $n \geq N$ or, equivalently,

$$
\Phi(x)-\Phi\left(z_{n}\right)+d\left(x, z_{n}\right)>0 \quad \text { for every } n \geq N .
$$

Passing to the limit in this inequality as $n \rightarrow \infty$ we find (ii).

A major consequence of Ekeland's variational principle is that even if it is not always possible to minimize a nonnegative $C^{1}$ functional $\Phi$ on a Banach space; however, there is always a minimizing sequence $\left(u_{n}\right)_{n \geq 1}$ such that $\Phi^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. More precisely we have

Corollary 1.9 Let $E$ be a Banach space and let $\Phi: E \rightarrow \mathbb{R}$ be a $C^{1}$ functional that is bounded from below. Then, for any $\varepsilon>0$, there exists $z \in E$ such that

$$
\Phi(z) \leq \inf _{E} \Phi+\varepsilon \quad \text { and } \quad\left\|\Phi^{\prime}(z)\right\|_{E^{\star}} \leq \varepsilon
$$

Proof. The first part of the conclusion follows directly from Theorem 1.8. For the second part we have

$$
\left\|\Phi^{\prime}(z)\right\|_{E^{\star}}=\sup _{\|u\|=1}\left\langle\Phi^{\prime}(z), u\right\rangle .
$$

But,

$$
\left\langle\Phi^{\prime}(z), u\right\rangle=\lim _{\delta \rightarrow 0} \frac{\Phi(z+\delta u)-\Phi(z)}{\delta\|u\|} .
$$

So, by Ekeland's variational principle,

$$
\left\langle\Phi^{\prime}(z), u\right\rangle \geq-\varepsilon .
$$

Replacing now $u$ with $-u$ we find

$$
\left\langle\Phi^{\prime}(z), u\right\rangle \leq \varepsilon
$$

which concludes our proof.

### 1.3.2 Mountain Pass Theorem

The mountain pass theorem was established by Ambrosetti and Rabinowitz in [7]. It is a powerful tool for proving the existence of critical points of energy functionals, hence of weak solutions to wide classes of nonlinear problems. We first recall the following definition.

Definition 1.10 (Palais-Smale condition) Let E be a real Banach space. A functional $J: E \rightarrow \mathbb{R}$ of class $C^{1}$ satisfies the Palais-Smale condition if any sequence $\left\{u_{n}\right\}$ in $E$ is relatively compact, provided

$$
\begin{equation*}
\left\{J\left(u_{n}\right)\right\} \quad \text { is bounded and } \quad\left\|J^{\prime}\left(u_{n}\right)\right\|_{E^{\star}} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{1.13}
\end{equation*}
$$

By means of Ekeland's variational principle, one deduces the following result.
Proposition 1.11 Let $E$ be a real Banach space and assume that $\Phi: E \rightarrow \mathbb{R}$ is a functional of class $C^{1}$ that is bounded from below, and satisfies the Palais-Smale condition. Then the following properties hold true:
(i) $\Phi$ is coercive.
(ii)Any minimizing sequence of $\Phi$ has a convergent subsequence.

We are now in position to state the mountain pass theorem.
Theorem 1.12 (Mountain Pass Theorem) Let E be a real Banach space and assume that $J: E \rightarrow \mathbb{R}$ is a $C^{1}$ functional that satisfies the following conditions: There exist positive constants $\alpha$ and $R$ such that
(i) $J(0)=0$ and $J(v) \geq \alpha$ for all $v \in E$ with $\|v\|=R$;
(ii) $J\left(v_{0}\right) \leq 0$, for some $v_{0} \in E$ with $\left\|v_{0}\right\|>R$.

Set

$$
\Gamma:=\left\{p \in C([0,1] ; E): p(0)=0 \text { and } p(1)=v_{0}\right\}
$$

and

$$
c:=\inf _{p \in \Gamma} \max _{t \in[0,1]} J(p(t)) .
$$

Then there exists a sequence $\left\{u_{n}\right\}$ in $E$ such that $J\left(u_{n}\right) \rightarrow c$ and $J^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Moreover, if J satisfies the Palais-Smale condition, then $c$ is a nontrivial critical value of $J$, that is, there exists $u \in E$ such that $J(u)=c$ and $J^{\prime}(u)=0$.

### 1.3.3 Around the Palais-Smale Condition for Even Functionals

In this section we recall some notions and results from critical point theory for even functionals. These results are due to Tanaka [195]. Let $X$ be an infinite dimensional separable Hilbert space and let $J: X \rightarrow \mathbb{R}$ be a $C^{2}$ functional such that
$\left(A_{1}\right) \quad J$ is even and $J(0)=0$;
$\left(A_{2}\right) \quad$ For any finite dimensional subspace $W$ of $X$ there exists $R=R(W)>0$ such that $J(u)<0$ for all $u \in W$ with $\|u\| \geq R$;
$\left(A_{3}\right) \quad$ The Fréchet derivative $J^{\prime}: X \rightarrow X$ satisfies

$$
J^{\prime}(u)=u+K(u) \quad \text { for all } u \in X,
$$

where $K: X \rightarrow X$ is a compact operator. Let $\left\{X_{k}\right\}$ be a sequence of subspaces of $X$ such that

$$
\operatorname{dim} X_{k}=k \quad \text { and } \quad X=\overline{\bigcup_{k=1}^{\infty} X_{k}}
$$

For every $k \geq 1$ let $R_{k}=R\left(X_{k}\right)>0$ from the hypothesis $\left(A_{2}\right)$ and set $D_{k}=X_{k} \cap$ $\overline{B\left(0, R_{k}\right)}$. Let also

$$
\mathscr{C}_{k}=\left\{\gamma \in C\left(D_{k}, X\right): \gamma \text { is odd and }\left.\gamma\right|_{X_{k} \cap \partial B\left(0, R_{k}\right)}=I d\right\}
$$

and

$$
b_{k}=\inf _{\gamma \in \mathscr{C}_{k}} \sup _{u \in D_{k}} J(\gamma(u)) .
$$

Definition 1.13 We say that
(i) J satisfies the $(P S)_{k}$ condition if every sequence $\left\{u_{n}\right\}$ in $X_{k}$ such that $\left\{J\left(u_{n}\right)\right\}$ is bounded and

$$
\left\|\left(\left.J\right|_{X_{k}}\right)^{\prime}\left(u_{n}\right)\right\|_{X_{k}} \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

admits a convergent subsequence in $X_{k}$.
(ii) J satisfies the $(P S)_{*}$ condition if every sequence $\left\{u_{k}\right\}$ in $X$ with $u_{k} \in X_{k}$ and such that $\left\{J\left(u_{k}\right)\right\}$ is bounded and

$$
\left\|\left(\left.J\right|_{X_{k}}\right)^{\prime}\left(u_{k}\right)\right\|_{X_{k}} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

admits a convergent subsequence in $X$.

Definition 1.14 Let u be a critical point of $J: X \rightarrow \mathbb{R}$. The large Morse index of $J$ at $u$, denoted by $m^{*}(J, u)$ is the infimum of the codimensions of all subspaces of $X$ on which the quadratic form $J^{\prime \prime}(u)$ is positive definite.

Theorem 1.15 (see [195]) Assume that J satisfies $\left(A_{1}\right)-\left(A_{3}\right),(P S),(P S)_{k}$ and $(P S)_{*}$. Then, for each $k \geq 1$ there exists a critical point $u_{k} \in X$ such that

$$
J\left(u_{k}\right) \leq k \quad \text { and } \quad m^{*}\left(J, u_{k}\right) \geq k .
$$

### 1.3.4 Bolle's Variational Method for Broken Symmetries

In the following we recall some notions and results from critical point theory for functionals with broken symmetry in the spirit of Bolle [22]. Let $X$ be an infinite dimensional separable Hilbert space and let $J:[0,1] \times X \rightarrow \mathbb{R}$ be a $C^{2}$ functional. We set $J_{\theta}=J(\theta, \cdot)$ and denote by $J_{\theta}: X \rightarrow X$ the Fréchet derivative of $J_{\theta}$.

Consider $\left\{e_{k}\right\}$ an orthonormal system of $X$ and for any $k \geq 1$ set $X_{k}=$ $\operatorname{span}\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$.
$\left(B_{1}\right) \quad J$ satisfies the Palais-Smale condition on $[0,1] \times X$;
$\left(B_{2}\right) \quad$ For any $b>0$ there exists a positive constant $C=C(b)>0$ such that

$$
\left|\frac{\partial J}{\partial \theta}(\theta, u)\right| \leq C\left(1+\left\|J_{\theta}^{\prime}(u)\right\|_{X}\right)\left(1+\|u\|_{K}\right)
$$

for all $(\theta, u) \in[0,1] \times X$ satisfying $\left|J_{\theta}(u)\right| \leq b$.
Assume that $J$ is even and $J(0)=0$;
$\left(B_{3}\right)$ There exist two flows $\eta_{i}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\eta_{i}(\theta, \cdot)$ are Lipschitz continuous for all $\theta \in[0,1]$ and

$$
\eta_{1}\left(\theta, J_{\theta}(u)\right) \leq \frac{\partial J}{\partial \theta}(\theta, u) \leq \eta_{2}\left(\theta, J_{\theta}(u)\right)
$$

at each critical point $u$ of $J_{\theta}$.
$\left(B_{4}\right) \quad J$ is even and for any finite dimensional subspace $W$ of $X$ we have

$$
\lim _{\substack{u \in W \\\|u\|_{X} \rightarrow \infty}} \sup _{\theta \in[0,1]} J_{\theta}(u)=-\infty .
$$

Denote by $\psi_{i}:[0,1] \times X \rightarrow X$ the solutions of the problem

$$
\left\{\begin{array}{r}
\frac{\partial \psi_{i}}{\partial \theta}(\theta, s)=\eta_{i}\left(\theta, \psi_{i}(\theta, s)\right) \\
\psi_{i}(0, s)=s
\end{array}\right.
$$

Remark that $\psi_{i}(\theta, \cdot)$ are continuous, nondecreasing and $\psi_{1} \leq \psi_{2}$. Define

$$
\bar{\eta}_{i}(s)=\sup _{\theta \in[0,1]} \eta_{i}(\theta, s)
$$

Let

$$
\mathscr{C}=\left\{\zeta \in C(X, X): \zeta \text { is odd and } \zeta(u)=u \text { if }\|u\|_{X} \geq R\right\}
$$

and

$$
c_{k}=\inf _{\zeta \in \mathscr{C}} \sup _{u \in X_{k}} J_{0}(\zeta(u)) .
$$

The main result of this section is due to Bolle [22].
Theorem 1.16 (see [22]) Assume that the sequence

$$
\left\{\frac{c_{k+1}-c_{k}}{\bar{\eta}_{1}\left(c_{k+1}\right)+\bar{\eta}_{2}\left(c_{k}\right)+1}\right\} \quad \text { is unbounded. }
$$

Then, the functional $J_{1}$ admits a sequence of critical values $\left\{d_{k}\right\}$ such that

$$
\psi_{2}\left(1, c_{k}\right)<\psi_{1}\left(1, c_{k+1}\right) \leq d_{k} \quad \text { for all } k \geq 1
$$

### 1.4 Degree Theory

### 1.4.1 Brouwer Degree

We start by recalling some basic facts about Brouwer degree.
Definition 1.17 Let $\Omega$ be an open set in $\mathbb{R}^{N}, N \geq 1$, and $F \in C^{1}\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$.
(i) We say that $x_{0} \in \Omega$ is a regular point if the Jacobian matrix $J_{F}\left(x_{0}\right)=\left(\partial F_{i} / \partial x_{j}\right)$ has rank $N$. If $x_{0}$ is not a regular point, we say that $x_{0}$ is a critical point of $F$.
(ii) We say that $y_{0} \in \mathbb{R}^{N}$ is a regular value of $F$ if the preimage $F^{-1}\left(y_{0}\right)$ does not contain any critical point; otherwise we say that $y_{0}$ is a critical value.

A first characterization of the set of critical values is given by the following result.
Theorem 1.18 (Sard Lemma) Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set, $F \in C^{2}\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$.
Then the set of critical values of $F$ has zero Lebesgue measure.
Definition 1.19 Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set, $F \in C^{2}\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$, $p \in \mathbb{R}^{N} \backslash$ $F(\partial \Omega)$.
(i) If $p$ is a regular value of $F$ then

$$
\operatorname{deg}(F, \Omega, p)=\sum_{x \in F^{-1}(p)} \operatorname{sign}\left(\operatorname{det} J_{F}(x)\right)
$$

(ii) If $p$ is a critical value of $F$ then

$$
\operatorname{deg}(F, \Omega, p)=\operatorname{deg}\left(F, \Omega, p_{1}\right)
$$

where $p_{1}$ is a regular value of $F$ such that $\left\|p-p_{1}\right\|<\operatorname{dist}(p, F(\partial \Omega))$.
It can be proved that $\operatorname{deg}(F, \Omega, p)$ is independent of the choice of $p_{1}$.
Definition 1.20 Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set and $F \in C\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$, $p \in \mathbb{R}^{N} \backslash$ $F(\partial \Omega)$. The Brouwer degree of $F$ in $\Omega$ at point $p$ is defined as

$$
\operatorname{deg}(F, \Omega, p)=\operatorname{deg}(G, \Omega, p)
$$

where $g \in C^{2}\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$ is an arbitrary function such that $\|F-G\|_{L^{\infty}}<\operatorname{dist}(p, \partial \Omega)$.
It can be proved that $\operatorname{deg}(F, \Omega, p)$ is independent of the choice of $G$.
Some basic properties of Brouwer degree theory are stated below.
Theorem 1.21 Let $\Omega \subset \mathbb{R}^{N}$ be a bounded open set.
(i) (Normality)

$$
\operatorname{deg}(F, \Omega, p)= \begin{cases}1 & p \in \Omega \\ 0 & p \notin \bar{\Omega}\end{cases}
$$

(ii) (Domain Additivity) Let $F \in C\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$. If $\Omega_{1}, \Omega_{2}$ are two open subsets of $\Omega$ with $\Omega_{1} \cap \Omega_{2}=\emptyset$ and $p \notin F\left(\bar{\Omega} \backslash\left(\Omega_{1} \cup \Omega_{2}\right)\right)$ then

$$
\operatorname{deg}(F, \Omega, p)=\operatorname{deg}\left(F, \Omega_{1}, p\right)+\operatorname{deg}\left(F, \Omega_{2}, p\right)
$$

(iii) (Invariance of Homotopy) Let $H: \bar{\Omega} \times[0,1] \rightarrow \mathbb{R}^{N}$ be a continuous mapping. Assume that $p:[0,1] \rightarrow \mathbb{R}^{N}$ satisfies $p(t) \neq H(x, t)$ for all $(x, t) \in \partial \Omega \times[0,1]$. Then $\operatorname{deg}(H(\cdot, t), \Omega, p(t))$ is independent of $t$.

### 1.4.2 Leray-Schauder Degree

Let $X$ be a Banach space and let $\Omega$ be a bounded open set in $X$. If $T: \bar{\Omega} \rightarrow X$ is a compact operator, then there exists a sequence of finite rank operators $\left\{T_{\varepsilon}\right\}$ such that $\left\|T-T_{\varepsilon}\right\| \rightarrow 0$ as $\varepsilon \rightarrow \infty$.

Let now $p \in X \backslash F(\partial \Omega)$. If $0<\varepsilon<\operatorname{dist}(p, \partial \Omega)$, there exists a finite rank operator $T_{\varepsilon}$ such that $\left\|T-T_{\varepsilon}\right\|<\varepsilon$. Letting $F_{\varepsilon}=I-T_{\varepsilon}$, then $p \notin F_{\varepsilon}(\partial \Omega)$ so that considering $X_{\varepsilon}=T_{\varepsilon}(\bar{\Omega})$ it follows that

$$
\left.F_{\varepsilon}\right|_{X_{\varepsilon} \cap \bar{\Omega}}: X_{\varepsilon} \cap \bar{\Omega} \rightarrow X_{\varepsilon},
$$

the Brouwer degree of $F_{\varepsilon}$ on $X_{\mathcal{\varepsilon}} \cap \bar{\Omega}$ at point $p$ is well defined.
Definition 1.22 (Leray-Schauder Degree) Let $F=I-T$ where $T$ is a compact operator. The Leray-Schauder degree of $F$ in $\Omega$ at point $p \in X \backslash F(\partial \Omega)$ is defined as

$$
\operatorname{deg}(F, \Omega, p)=\operatorname{deg}\left(F_{\mathcal{\varepsilon}}, X_{\varepsilon} \cap \bar{\Omega}, p\right)
$$

It can be proved that $\operatorname{deg}(F, \Omega, p)$ is independent of the choice of $\varepsilon$. As a consequence, the results in Theorem 1.21 (i)-(ii) concerning Brouwer degree of maps in finite dimensional space transfer to Leray-Schauder degree for $F=I-T$ by applying these results to the finite dimensional approximation $F_{\varepsilon}$. As regards the invariance to the homotopy, we state here the counterpart result for Theorem 1.21(iii).

Theorem 1.23 (Invariance to Homotopy) Let $H: \bar{\Omega} \times[0,1] \rightarrow \mathbb{R}^{N}$ be a compact operator and let $p:[0,1] \rightarrow X$ be a continuous function such that

$$
p(t) \neq x-H(x, t) \quad \text { for all }(x, t) \in \partial \Omega \times[0,1] .
$$

Then $\operatorname{deg}(H(\cdot, t), \Omega, p(t))$ is independent of $t$.

### 1.4.3 Leray-Schauder Degree for Isolated Solutions

As before, let $\Omega$ be a bounded open set of a Banach space and $F: \bar{\Omega} \rightarrow X$ such that $0 \notin F(\partial \Omega)$ and $T=I-F$ is compact. We assume that $x_{0} \in \Omega$ is an isolated solution of $F(x)=0$ and that $F^{\prime}\left(x_{0}\right)=I-T^{\prime}\left(x_{0}\right)$ is invertible. By the implicit function theorem, there exists a ball $B_{r}\left(x_{0}\right) \subset \Omega$ such that $F(x) \neq 0$ for all $x \in B_{r}\left(x_{0}\right), x \neq x_{0}$.

Definition 1.24 The index of $F$ at $x_{0}$ is given by

$$
\operatorname{index}\left(F, x_{0}\right)=\operatorname{deg}\left(F, B_{r}\left(x_{0}\right), 0\right)
$$

It can be shown that index $\left(F, x_{0}\right)$ is independent of $r$.
Theorem 1.25 Under the above conditions,

$$
\operatorname{index}\left(F, x_{0}\right)=(-1)^{\beta}, \quad \beta=\sum_{\substack{\lambda \in \sigma\left(T^{\prime}\left(x_{0}\right)\right) \\ \lambda>1}} n_{\lambda},
$$

where

$$
n_{\lambda}=\operatorname{dim}\left[\bigcup_{p \geq 1} \operatorname{Ker}\left(\lambda I-T^{\prime}\left(x_{0}\right)\right)^{p}\right]
$$

Proof. Without loss of generality we may assume $x_{0}=0$. For $0 \leq t \leq 1$ and $x \in \bar{\Omega}$ let

$$
H(x, t)=\left\{\begin{array}{cl}
x-\frac{1}{t} T(t x) & 0<t \leq 1 \\
x-T^{\prime}(0) x & t=0
\end{array}\right.
$$

Then, by the invariance of the compact homotopy we have

$$
\begin{aligned}
\operatorname{index}\left(F, x_{0}\right) & =\operatorname{deg}\left(F, B_{r}, 0\right)=\operatorname{deg}\left(H(1, \cdot), B_{r}, 0\right) \\
& =\operatorname{deg}\left(H(1, \cdot), B_{r}, 0\right)=\operatorname{deg}\left(I-T^{\prime}(0), B_{r}, 0\right)
\end{aligned}
$$

We next decompose $X=X_{1} \oplus X_{2}$ where

$$
X_{1}=\operatorname{span}\left\{\bigcup_{\substack{\left.\lambda \in \sigma\left(T^{\prime}\left(x_{0}\right)\right)\right) \\ \lambda>1}} \bigcup_{p \geq 1} \operatorname{Ker}\left(\lambda I-T^{\prime}\left(x_{0}\right)\right)^{p}\right\}
$$

Then
$\operatorname{deg}\left(I-T^{\prime}(0), B_{r}, 0\right)=\operatorname{deg}\left(\left.\left(I-T^{\prime}(0)\right)\right|_{X_{1}}, B_{r} \cap X_{1}, 0\right) \cdot \operatorname{deg}\left(\left.\left(I-T^{\prime}(0)\right)\right|_{X_{2}}, B_{r} \cap X_{2}, 0\right)$.
Further, if $\Gamma(t, \cdot)=I-t T^{\prime}(0), 0 \leq t \leq 1$, then

$$
0 \notin \Gamma(x, t) \quad \text { for all }(x, t) \in[0,1] \times \partial\left(B_{r} \cap X_{2}\right)
$$

so

$$
\operatorname{deg}\left(\left.\left(I-T^{\prime}(0)\right)\right|_{X_{2}}, B_{r} \cap X_{2}, 0\right)=\operatorname{deg}\left(\left.\Gamma(0, \cdot)\right|_{X_{2}}, B_{r} \cap X_{2}, 0\right)=1
$$

Thus, from the above equalities we find

$$
\begin{aligned}
\operatorname{deg}\left(I-T^{\prime}(0), B_{r}, 0\right) & =\operatorname{deg}\left(\left.\left(I-T^{\prime}(0)\right)\right|_{X_{1}}, B_{r} \cap X_{1}, 0\right) \\
& =\operatorname{sgn}\left(\operatorname{det}\left(I-T^{\prime}(0)\right)\right)=(-1)^{\beta}
\end{aligned}
$$

This finishes the proof.

# Chapter 2 <br> <br> Liouville Type Theorems for Elliptic Operators <br> <br> Liouville Type Theorems for Elliptic Operators in Divergence Form 

 in Divergence Form}

There is no subject so old that something new cannot be said about it.

Fyodor Dostoyevsky (1821-1881)

### 2.1 Introduction

The celebrated Liouville theorem in complex analysis which asserts that any bounded holomorphic function on the entire complex plane has to be constant, has been extended to various areas of analysis. A first well-known result directly related to the Liouville theorem is that any bounded harmonic function defined in $\mathbb{R}^{N}, N \geq 1$, is constant. The interested reader may find a valuable overview in the recent work [70].

In this chapter (see [90]) we are concerned with the existence of positive classical solutions to the following elliptic inequality

$$
\begin{equation*}
\operatorname{div}[A(|\nabla u|) \nabla u] \geq \rho(|x|) f(u) \quad \text { in } \mathbb{R}^{N}, N \geq 1 \tag{2.1}
\end{equation*}
$$

Any solution of (2.1) is called a positive entire solution. Moreover, if $u$ is an entire solution with $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, then $u$ is called a positive entire large solution.

The model case $A \equiv 1$ has been largely investigated and corresponds to the semilinear elliptic inequality $\Delta u \geq \rho(|x|) f(u)$ in $\mathbb{R}^{N}$.

If $A(t)=t^{p-2}, p>1$ then (2.1) corresponds to the $p$-Laplace type inequality

$$
\Delta_{p} u:=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) \geq p(|x|) f(u) \quad \text { in } \mathbb{R}^{N} .
$$

Another important case that will be considered in this chapter is $A(t)=\left(1+t^{2}\right)^{-1 / 2}$ that corresponds to the mean curvature inequality

$$
\operatorname{div}\left(\frac{\nabla u}{\sqrt{1+|\nabla u|^{2}}}\right) \geq \rho(|x|) f(u) \quad \text { in } \mathbb{R}^{N}
$$

Throughout this chapter we assume that $A \in C(0, \infty)$ is positive and
(A1) the mapping $\mathbb{R} \ni t \mapsto t A(|t|)$ is of class $C(\mathbb{R}) \cap C^{1}(0, \infty)$

$$
\text { and }[t A(t)]^{\prime}>0 \text { for all } t>0
$$

Assume that $f$ is a $C[0, \infty)$ nondecreasing function satisfying $f(t)>0$ for all $t>0$ and $f(0)=0$. The function $\rho$ is continuous and positive on $[0, \infty)$.

Theorem 2.1 If (2.1) has a positive entire solution, then there exists a solution $v$ of the equation

$$
\begin{equation*}
\left[r^{N-1} A\left(\left|v^{\prime}\right|\right) v^{\prime}\right]^{\prime}=r^{N-1} \rho(r) f(v), \quad 0<r<\infty \tag{2.2}
\end{equation*}
$$

such that $v^{\prime}(0)=0$.
Proof. Let $U$ be a positive solution of (2.1) and assume that (2.2) has no solutions. Fix $0<a<U(0)$ and let $v$ be a positive solution of

$$
\left[r^{N-1} A\left(\left|v^{\prime}\right|\right) v^{\prime}\right]^{\prime}=r^{N-1} \rho(r) f(v), \quad v(0)=a, v^{\prime}(0)=0
$$

defined in a maximal interval $[0, R), R<\infty$. It is easy to see that $v^{\prime}>0$ on $(0, R)$ so either $v(R-)=\infty$ or $v^{\prime}(R-)=\infty$. We shall discuss separately these two cases.

Case 1. $v(R-)=\infty$. Then one can find $0<R_{1}<R$ such that

$$
\begin{equation*}
v\left(R_{1}\right) \geq \max _{\partial B_{R_{1}}} U \tag{2.3}
\end{equation*}
$$

Then, by Theorem 1.4 we find $v \geq U$ in $B_{R_{1}}$ which contradicts $v(0)=a<U(0)$.
Case 2. $v^{\prime}(R-)=\infty$. If there exists $0<R_{1}<R$ such that (2.3) holds, by the same arguments as above we reach a contradiction. Assume next that

$$
v(r)<\max _{B_{r}} U \quad \text { for all } 0 \leq r<R .
$$

Using the fact that $v^{\prime}(R-)=\infty$, one can chose $0<R_{1}<R$ such that

$$
\begin{equation*}
\frac{\partial v}{\partial v}\left(R_{1}\right)>\max _{\partial B_{R_{1}}} \frac{\partial U}{\partial v} \tag{2.4}
\end{equation*}
$$

Define

$$
\delta:=\max _{\partial B_{R_{1}}}(U-v)>0
$$

and let $w=v+\delta$. Then, $w \geq U$ on $\partial B_{R_{1}}$ and there exists $x^{*} \in \partial B_{R_{1}}$ such that $w\left(x^{*}\right)=$ $U\left(x^{*}\right)$. Using this fact and (2.4) we can find $0<\lambda<1$ such that

$$
\begin{equation*}
w\left(\lambda x^{*}\right)<U\left(\lambda x^{*}\right) . \tag{2.5}
\end{equation*}
$$

On the other hand, by Theorem 1.4 we find $w \geq U$ in $B_{R_{1}}$ which contradicts (2.5).
Therefore, (2.2) has a positive solution $u$ with $u^{\prime}(0)=0$. The proof of Theorem 2.1 is now complete.

### 2.2 Some Related ODE Problems

In this section we are concerned with the ODE (2.2) in a slightly more general form which reads as:

$$
\begin{equation*}
\left[r^{\alpha} A\left(\left|u^{\prime}\right|\right) u^{\prime}\right]^{\prime}=r^{\alpha} \rho(r) f(u), \quad r>0, u(0)>0, u^{\prime}(0)=0 \tag{2.6}
\end{equation*}
$$

where $\alpha>0$ and $A$ satisfies (A1). We assume that $\Gamma(r):=r^{-\alpha} \int_{0}^{r} s^{\alpha} \rho(s) d s$ satisfies
$(g 1) \quad \Gamma(r) \rightarrow \infty$ as $r \rightarrow \infty ;$
or
(g2) $g^{\prime}(r) \geq M>0$ for all $r>0$.
Obviously, ( $g 2$ ) implies ( $g 1$ ).
Remark 2.1. (i) Examples of functions $\rho$ that verify $(g 1)$ are
(i1) $\rho(r)=r^{a}\left(1+r^{2}\right)^{b}, a+2 b>-1$;
(i2) $\rho(r)=e^{r}$;
(i3) $\rho(r)=\ln (2+r)$.
(ii) Condition (g2) is fulfilled for (ii1) $\rho(r)=r^{\gamma}, \gamma \geq 0$; (ii2) $\rho(r)=e^{r}$.

Our first result concerns the nonexistence of the solution to (2.6) in the case where $\lim _{t \rightarrow \infty} t A(t)<\infty$.

Theorem 2.2 Assume that A satisfies $(A 1), \lim _{t \rightarrow \infty} t A(t)<\infty$ and $\rho$ satisfies $(g 1)$. Then (2.6) has no positive solutions.

Proof. Suppose by contradiction that there exists a solution $u$ of (2.6). Then

$$
\begin{equation*}
\left[A\left(\left|u^{\prime}\right|\right) u^{\prime}\right]^{\prime}+\frac{\alpha}{r} A\left(\left|u^{\prime}\right|\right) u^{\prime}=\rho(r) f(u(r)), \quad \text { for all } r>0 \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
A\left(\left|u^{\prime}(r)\right|\right) u^{\prime}(r)=r^{-\alpha} \int_{0}^{r} s^{\alpha} \rho(s) f(u(s)) d s, \quad \text { for all } r>0 \tag{2.8}
\end{equation*}
$$

We deduce that $A\left(\left|u^{\prime}(r)\right|\right) u^{\prime}(r)>0$ for $r>0$ which implies $u^{\prime}(r)>0$. Since $f$ is nondecreasing it follows that

$$
\begin{equation*}
A\left(u^{\prime}(r)\right) u^{\prime}(r) \leq \Gamma(r) f(u(r)), \quad \text { for all } r>0 \tag{2.9}
\end{equation*}
$$

Now (2.7) and (2.9) yield

$$
\left[A\left(u^{\prime}\right) u^{\prime}\right]^{\prime}(r) \geq\left(\rho(r)-\frac{\alpha}{r} \Gamma(r)\right) f(u(r)), \quad \text { for all } r>0
$$

that is

$$
\begin{equation*}
\left[A\left(u^{\prime}\right) u^{\prime}\right]^{\prime}(r) \geq \Gamma^{\prime}(r) f(u(r)), \quad \text { for all } r>0 \tag{2.10}
\end{equation*}
$$

Since $u(0)>0$ and $f, u$ are nondecreasing functions, from (2.7) we derive

$$
\begin{equation*}
A\left(u^{\prime}(r)\right) u^{\prime}(r) \geq \Gamma(r) f(u(0)), \quad \text { for all } r>0 . \tag{2.11}
\end{equation*}
$$

On the other hand, $\lim _{t \rightarrow \infty} t A(t)<\infty$ which implies that $A\left(u^{\prime}(r)\right) u^{\prime}(r)$ is bounded on $[0, \infty)$. This fact and the above inequality lead to a contradiction since $\Gamma(r) \rightarrow \infty$ as $r \rightarrow \infty$ and $f(u(0))>0$. The proof of Theorem 2.2 is now complete.

Next we consider the case where
(A2) $\lim _{t \rightarrow \infty} \frac{A(t)}{t^{m-2}}=A_{0} \in(0, \infty), m>1$.
Since $m>1$, condition (A2) leads to $\lim _{t \rightarrow \infty} t A(t)=\infty$.
Define $\Psi:[0, \infty) \rightarrow[0, \infty)$ by

$$
\Psi(t)=t^{2} A(t)-\int_{0}^{t} s A(s) d s, \quad t>0 .
$$

From (A1) it follows that $\Psi$ is a continuous strictly increasing function with $\Psi(0)=0$.

From (A2) and l'Hospital's rule we deduce that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{\Psi(t)}{t^{m}}=\frac{m-1}{m} A_{0} \in(0, \infty) \tag{2.12}
\end{equation*}
$$

Theorem 2.3 Assume (A1), (A2) and (g2) hold. If

$$
\begin{equation*}
\int^{\infty}\left(\int^{t} f(s) d s\right)^{-1 / m} d t<\infty \tag{2.13}
\end{equation*}
$$

then (2.6) has no positive solutions.
Proof. Assume by contradiction that (2.6) has a positive solution $u$. From (2.11) we get $u^{\prime}(r) \rightarrow \infty$ as $r \rightarrow \infty$ and so $u(r) \rightarrow \infty$ as $r \rightarrow \infty$.

Multiplying (2.11) by $u^{\prime}>0$, an integration over $[0, r]$ and a changing of variable gives

$$
\Psi\left(u^{\prime}(r)\right) \geq \int_{0}^{r} \Gamma^{\prime}(t) f(u(t)) u^{\prime}(t) d t, \quad \text { for all } r>0
$$

Using (g2) we deduce

$$
\Psi\left(u^{\prime}(r)\right) \geq M \int_{u(0)}^{u(r)} f(s) d s, \quad \text { for all } r>0
$$

Now, (2.12) implies that there exists $r_{0}>0$ and a positive constant $C>0$ such that

$$
u^{\prime}(r) \geq C\left(\int_{u(0)}^{u(r)} f(u(s)) d s\right)^{1 / m}, \quad \text { for all } r>r_{0}
$$

Hence

$$
\left(\int_{u(0)}^{u(r)} f(u(s)) d s\right)^{-1 / m} u^{\prime}(r) \geq C, \quad \text { for all } r>r_{0}
$$

An integration over $\left[r_{0}, r\right]$ yields

$$
\int_{u\left(r_{0}\right)}^{u(r)}\left(\int_{u(0)}^{t} f(u(s)) d s\right)^{-1 / m} d t \geq C\left(r-r_{0}\right), \quad \text { for all } r>r_{0}
$$

Letting $r \rightarrow \infty$ in the above relation we find

$$
\int_{u\left(r_{0}\right)}^{\infty}\left(\int_{u(0)}^{t} f(u(s)) d s\right)^{-1 / m} d t=\infty
$$

This contradicts our assumption (2.13) and completes the proof.
An existence result is as follows.
Theorem 2.4 Assume (A1) and (A2) hold. If

$$
\begin{equation*}
\int^{\infty}\left(\int^{t} f(s) d s\right)^{-1 / m} d t=\infty \tag{2.14}
\end{equation*}
$$

then (2.6) has at least one positive solutions.
Proof. The existence of a solution $u$ of (2.6) in a certain interval $[0, R)$ follows by the classical arguments of ODEs. Assume by contradiction that the maximal interval of existence of $u$ is a finite interval $[0, R), R<\infty$.

We first claim that $u(R-0):=\lim _{r \not \lambda_{R}} u(r)=\infty$. Indeed, since $u^{\prime} \geq 0$ on $[0, R)$ it follows that $u(R-0)$ exists in $(0, \infty]$. From (2.7) we deduce that $u^{\prime}(R-0)$ exists as a finite value. Then, by standard arguments for initial value problems it follows that $u$ can be extended as a solution on an interval $[0, R+\varepsilon), \varepsilon>0$ which contradicts the maximality of $R$. Hence $u(R-0)=\infty$.

Using (2.7) and the fact that $A\left(u^{\prime}\right) u^{\prime} \geq 0$ on $[0, R)$ we obtain

$$
\left[A\left(u^{\prime}\right) u^{\prime}\right]^{\prime}(r) \leq \Gamma(r) f(u(r)), \quad \text { for all } 0<r<R
$$

Multiplying the above inequality by $u^{\prime} \geq 0$ and integrating over $[0, r]$ we have

$$
\Psi\left(u^{\prime}(r)\right) \leq \int_{0}^{r} \Gamma(s) f(u(s)) u^{\prime}(s) d s \leq C_{0} \int_{u(0)}^{u(r)} f(s) d s
$$

for all $0<r<R$, where $C_{0}=\max _{r \in[0, R]} \Gamma(r)>0$. According to (2.12) there exists $R_{0} \in(0, R)$ such that

$$
u^{\prime}(r) \leq C_{1}\left(\int_{u(0)}^{u(r)} f(s) d s\right)^{1 / m}, \quad \text { for all } r \in\left(R_{0}, R\right)
$$

where $C_{1}>0$ is a constant independent of $f$ and $u$. Hence

$$
\left(\int_{u(0)}^{u(r)} f(s) d s\right)^{-1 / m} u^{\prime}(r) \leq C_{1}, \quad \text { for all } r \in\left(R_{0}, R\right)
$$

An integration over $\left[R_{0}, r\right], r<R$, and a change of variable lead to

$$
\int_{u\left(R_{0}\right)}^{u(r)}\left(\int_{u(0)}^{t} f(s) d s\right)^{-1 / m} d t \leq C_{1}\left(r-R_{0}\right), \quad \text { for all } r>r_{0}
$$

Now, letting $r \nearrow R$ we find

$$
\int_{u\left(R_{0}\right)}^{\infty}\left(\int_{u(0)}^{t} f(u(s)) d s\right)^{-1 / m} d t \leq C_{1}\left(R-R_{0}\right)<\infty
$$

which contradicts our assumption (2.14). We conclude that there exists a solution of (2.6) and the proof is now complete.

Our final result in this section gives an estimate of the growth of a solution of (2.6) in the case where $f$ is bounded. More precisely we prove

Theorem 2.5 Assume (A1), (A2), (g1) hold and $f$ is bounded. If $u$ is a positive solution of (2.6) then

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{u(r)}{\int_{0}^{r} g^{1 /(m-1)}(r)}=\lim _{r \rightarrow \infty}\left(\frac{1}{A_{0}} f(r)\right)^{1 /(m-1)} \tag{2.15}
\end{equation*}
$$

Proof. Applying l'Hospital's rule we have

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{u(r)}{\int_{0}^{r} g^{1 /(m-1)}(s) d s}=\lim _{r \rightarrow \infty} \frac{u^{\prime}(r)}{g^{1 /(m-1)}(r)} \tag{2.16}
\end{equation*}
$$

From (A2) we find

$$
\begin{align*}
\lim _{r \rightarrow \infty} \frac{u^{\prime m-1}(r)}{\Gamma(r)} & =\lim _{r \rightarrow \infty} \frac{u^{\prime m-1}(r)}{A\left(u^{\prime}(r)\right) u^{\prime}(r)} \cdot \frac{A\left(u^{\prime}(r)\right) u^{\prime}(r)}{\Gamma(r)}  \tag{2.17}\\
& =\frac{1}{A_{0}} \lim _{r \rightarrow \infty} \frac{A\left(u^{\prime}(r)\right) u^{\prime}(r)}{\Gamma(r)}
\end{align*}
$$

By (2.8) and l'Hospital's rule we deduce

$$
\begin{align*}
\lim _{r \rightarrow \infty} \frac{A\left(u^{\prime}(r)\right) u^{\prime}(r)}{\Gamma(r)} & =\lim _{r \rightarrow \infty} \frac{\int_{0}^{r} s^{\alpha} \rho(s) f(u(s)) d s}{\int_{0}^{r} s^{\alpha} \rho(s) d s}  \tag{2.18}\\
& =\lim _{r \rightarrow \infty} f(u(r))=\lim _{r \rightarrow \infty} f(r)
\end{align*}
$$

Now, (2.16), (2.17), (2.18) lead to

$$
\lim _{r \rightarrow \infty} \frac{u(r)}{\int_{0}^{r} g^{1 /(m-1)}(r)}=\lim _{r \rightarrow \infty}\left(\frac{1}{A_{0}} f(r)\right)^{1 /(m-1)} .
$$

This completes the proof.

### 2.3 Main Results

We have seen (in Theorem 2.1) that (2.2) has a solution whenever the $N$-dimensional inequality (2.1) has an entire positive solution. Using this fact and the results in the previous section we obtain some Liouville type theorems regarding the nonexistence of positive solutions to (2.1). In the sequel, the corresponding function $\Gamma(r)$ to which conditions $(g 1)$ or $(g 2)$ apply is given by

$$
\Gamma(r):=r^{1-N} \int_{0}^{r} s^{N-1} \rho(s) d s, \quad r>0 .
$$

Theorem 2.6 Assume that A satisfies (A1), $\lim _{t \rightarrow \infty} t A(t)<\infty$ and $\rho$ satisfies $(g 1)$. Then (2.1) has no positive entire solutions.

Theorem 2.7 Assume that (A1), (A2) and (g2) hold. If

$$
\int^{\infty}\left(\int^{t} f(s) d s\right)^{-1 / m} d t<\infty
$$

then (2.1) has no positive entire solutions.

The proofs follow by applying Theorems 2.1, 2.2 and 2.3. Further, using the existence result stated in Theorem 2.4 we have:

Theorem 2.8 Assume (A1), (A2) and (g1) hold. If

$$
\int^{\infty}\left(\int^{t} f(s) d s\right)^{-1 / m} d t=\infty
$$

then the inequality (2.1) has infinitely many positive entire large solutions.

Corollary 2.9 Assume that (A1), (A2) and (g2) hold. Then (2.1) has a positive entire (large) solution if and only if

$$
\int^{\infty}\left(\int^{t} f(s) d s\right)^{-1 / m} d t=\infty
$$

Examples.(i) If $\rho$ satisfies $(g 1)$, then the inequality

$$
\operatorname{div}\left(\frac{\nabla u}{\sqrt{1+|\nabla u|^{2}}}\right) \geq \rho(|x|) f(u), \quad x \in \mathbb{R}^{N}
$$

has no positive entire solutions.
(ii) If $\rho$ satisfies (g2) then the inequality

$$
\operatorname{div}\left(\frac{\nabla u}{\left(1+|\nabla u|^{2}\right)^{\alpha}}\right) \geq \rho(|x|) e^{u}, \quad x \in \mathbb{R}^{N}, \quad \alpha<\frac{1}{2}
$$

has no positive entire solutions and the inequality

$$
\operatorname{div}\left(\frac{\nabla u}{\left(1+|\nabla u|^{2}\right)^{\alpha}}\right) \geq \rho(|x|) u^{\gamma}, \quad x \in \mathbb{R}^{N}, \quad \alpha<\frac{1}{2}, \gamma \geq 0
$$

has positive entire (large) solutions if and only if $\gamma \leq 1-2 \alpha$.
(iii) If $\rho$ satisfies (g2) then the inequality

$$
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right) \geq \rho(|x|) u^{\gamma}, \quad x \in \mathbb{R}^{N}, m>1, \gamma \geq 0
$$

has positive entire (large) solutions if and only if $\gamma \leq m-1$.
(iv) If $\rho$ satisfies $(g 2)$ then the inequality

$$
\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right) \geq \rho(|x|) \ln ^{\gamma}(1+u), \quad x \in \mathbb{R}^{N}, m>1, \gamma \geq 0
$$

has positive entire (large) solutions.

# Chapter 3 <br> Blow-Up Boundary Solutions of the Logistic Equation 

All intelligent thoughts have already been thought; what is necessary is only to try to think them again.

Johann Wolfgang von Goethe
(1749-1832)
In this chapter we are concerned with singular problems of the type

$$
\begin{cases}\Delta u=\Phi(x, u, \nabla u) & \text { in } \Omega,  \tag{3.1}\\ u>0 & \text { in } \Omega, \\ u=+\infty & \text { on } \partial \Omega,\end{cases}
$$

where $\Omega$ is an open set in the Euclidean space with smooth boundary $\partial \Omega$. The function $\Phi$ is assumed to be positive and fulfilling a suitable growth assumption.

A solution of problem (3.1) is called a blow-up boundary solution or a large solution. The study of large solutions was initiated in 1916 by Bieberbach [18] for the particular case $\Phi(x, u, \nabla u)=\exp (u)$ and $N=2$. He showed that there exists a unique solution of (3.1) such that $u(x)-\log \left(d(x)^{-2}\right)$ is bounded as $x \rightarrow \partial \Omega$, where $d(x):=\operatorname{dist}(x, \partial \Omega)$. Problems of this type arise in Riemannian geometry: if a Riemannian metric of the form $|d s|^{2}=\exp (2 u(x))|d x|^{2}$ has constant Gaussian curvature $-c^{2}$ then $\Delta u=c^{2} \exp (2 u)$. Motivated by a problem in mathematical physics, Rademacher [169] continued the study of Bieberbach on smooth bounded domains in $\mathbb{R}^{3}$. Lazer and McKenna [131] extended the results of Bieberbach and Rademacher for bounded domains in $\mathbb{R}^{N}$ satisfying a uniform exterior sphere condition and for nonlinearities $\Phi(x, u, \nabla u)=b(x) \exp (u)$, where $b$ is continuous and strictly positive on $\bar{\Omega}$. Let $\Phi(x, u, \nabla u)=f(u)$ where $f \in C^{1}[0, \infty), f^{\prime}(s) \geq 0$ for $s \geq 0, f(0)=0$ and $f(s)>0$ for $s>0$. In this case, Keller [115] and Osserman
[155] proved that large solutions of (3.1) exist if and only if

$$
\int_{1}^{\infty} \frac{d t}{\sqrt{F(t)}}<\infty, \quad \text { where } F(t)=\int_{0}^{t} f(s) d s
$$

In a celebrated paper, Loewner and Nirenberg [138] linked the uniqueness of the blow-up solution to the growth rate at the boundary. Motivated by certain geometric problems, they established the uniqueness for the case $f(u)=u^{(N+2) /(N-2)}, N>2$.

Many results in this chapter are concerned with the case $\Phi(x, u, \nabla u)=a(x) f(u)$, where $f$ is a nondecreasing function and $a(x)$ is a nonnegative potential. The case $a>0$ in $\bar{\Omega}$ corresponds to a logistic behavior while the framework corresponding to $a \equiv 0$ in $\bar{\Omega}$ is known as the Malthusian model. The models we study in this chapter are often mixtures of the logistic and Malthusian models.

### 3.1 Singular Solutions of the Logistic Equation

Consider the semilinear elliptic equation

$$
\begin{equation*}
\Delta u+a u=b(x) f(u) \quad \text { in } \Omega, \tag{3.2}
\end{equation*}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{N}, N \geq 3$. Let $a$ be a real parameter and $b \in C^{0, \mu}(\bar{\Omega}), 0<\mu<1$, such that $b \geq 0$ and $b \not \equiv 0$ in $\Omega$. Set

$$
\Omega_{0}=\operatorname{int}\{x \in \Omega: b(x)=0\}
$$

and suppose, throughout, that $\bar{\Omega}_{0} \subset \Omega$ and $b>0$ on $\Omega \backslash \bar{\Omega}_{0}$. Assume that $f \in$ $C^{1}[0, \infty)$ satisfies
$\left(A_{1}\right) \quad f \geq 0$ and $f(u) / u$ is increasing on $(0, \infty)$.
Following Alama and Tarantello [4], define by $H_{\infty}$ the Dirichlet Laplacian on $\Omega_{0}$ as the unique self-adjoint operator associated to the quadratic form $\psi(u)=$ $\int_{\Omega}|\nabla u|^{2} d x$ with form domain

$$
H_{D}^{1}\left(\Omega_{0}\right)=\left\{u \in H_{0}^{1}(\Omega): u(x)=0 \quad \text { for a.e. } x \in \Omega \backslash \Omega_{0}\right\} .
$$

If $\partial \Omega_{0}$ satisfies the exterior cone condition then, according to [4], $H_{D}^{1}\left(\Omega_{0}\right)$ coincides with $H_{0}^{1}\left(\Omega_{0}\right)$ and $H_{\infty}$ is the classical Laplace operator with Dirichlet condition on $\partial \Omega_{0}$.

Let $\lambda_{\infty, 1}$ be the first Dirichlet eigenvalue of $H_{\infty}$ in $\Omega_{0}$. We understand that $\lambda_{\infty, 1}=$ $\infty$ if $\Omega_{0}=\emptyset$.

Set $\mu_{0}:=\lim _{u \searrow 0} \frac{f(u)}{u}, \mu_{\infty}:=\lim _{u \rightarrow \infty} \frac{f(u)}{u}$, and denote by $\lambda_{1}\left(\mu_{0}\right)\left(\right.$ resp. $\left.\lambda_{1}\left(\mu_{\infty}\right)\right)$ the first eigenvalue of the operator $H_{\mu_{0}}=-\Delta+\mu_{0} b\left(\right.$ resp. $\left.H_{\mu_{\infty}}=-\Delta+\mu_{\infty} b\right)$ in $H_{0}^{1}(\Omega)$. Recall that $\lambda_{1}(+\infty)=\lambda_{\infty, 1}$.

Alama and Tarantello [4] proved that problem (3.2) subject to the Dirichlet boundary condition

$$
\begin{equation*}
u=0 \quad \text { on } \partial \Omega \tag{3.3}
\end{equation*}
$$

has a positive solution $u_{a}$ if and only if $a \in\left(\lambda_{1}\left(\mu_{0}\right), \lambda_{1}\left(\mu_{\infty}\right)\right)$. Moreover, $u_{a}$ is the unique positive solution for (3.2)+(3.3) (see [4, Theorem A (bis)]). We shall refer to the combination of $(3.2)+(3.3)$ as problem $\left(E_{a}\right)$.

Our first aim in this section is to give a corresponding necessary and sufficient condition, but for the existence of large (or explosive) solutions of (3.2). An elementary argument based on the maximum principle shows that if such a solution exists, then it is positive even if $f$ satisfies a weaker condition than $\left(A_{1}\right)$, namely $\left(A_{1}\right)^{\prime} \quad f(0)=0, f^{\prime} \geq 0$ and $f>0$ on $(0, \infty)$.

We recall that Keller [115] and Osserman [155] supplied a necessary and sufficient condition on $f$ for the existence of large solutions to (3.2) when $a \equiv 0, b \equiv 1$ and $f$ is assumed to fulfill $\left(A_{1}\right)^{\prime}$. More precisely, $f$ must satisfy the Keller-Osserman condition (see [115, 155]),
$\left(A_{2}\right) \quad \int_{1}^{\infty} \frac{d t}{\sqrt{F(t)}}<\infty$, where $F(t)=\int_{0}^{t} f(s) d s$.
Typical examples of nonlinearities satisfying $\left(A_{1}\right)$ and $\left(A_{2}\right)$ are:
(i) $f(u)=e^{u}-1$;
(ii) $f(u)=u^{p}, p>1$;
(iii) $f(u)=u[\ln (u+1)]^{p}, p>2$.

Our first result gives the maximal interval for the parameter $a$ that ensures the existence of large solutions to problem (3.2). More precisely, we prove

Theorem 3.1 Assume that $f$ satisfies conditions $\left(A_{1}\right)$ and $\left(A_{2}\right)$. Then problem (3.2) has a large solution if and only if $a \in\left(-\infty, \lambda_{\infty, 1}\right)$.

We point out that our framework in the above result includes the case when $b$ vanishes at some points on $\partial \Omega$, or even if $b \equiv 0$ on $\partial \Omega$. This later case includes the "competition" $0 \cdot \infty$ on $\partial \Omega$. We also point out that, under our hypotheses, $\mu_{\infty}:=$ $\lim _{u \rightarrow \infty} f(u) / u=\lim _{u \rightarrow \infty} f^{\prime}(u)=\infty$. Indeed, by l'Hospital's rule, $\lim _{u \rightarrow \infty} F(u) / u^{2}=$ $\mu_{\infty} / 2$. But, by $\left(A_{2}\right)$, we deduce that $\mu_{\infty}=\infty$. Then, by $\left(A_{1}\right)$ we find that $f^{\prime}(u) \geq$ $f(u) / u$ for any $u>0$, which shows that $\lim _{u \rightarrow \infty} f^{\prime}(u)=\infty$.

Before giving the proof of Theorem 3.1 we claim that assuming $\left(A_{1}\right)$, then problem (3.2) can have large solutions only if $f$ satisfies the Keller-Osserman condition $\left(A_{2}\right)$. Indeed, suppose that problem (3.2) has a large solution $u_{\infty}$. Set $\tilde{f}(u)=|a| u+\|b\|_{\infty} f(u)$ for $u \geq 0$. Notice that $\tilde{f} \in C^{1}[0, \infty)$ satisfies $\left(A_{1}\right)^{\prime}$. For any $n \geq 1$, consider the problem

$$
\begin{cases}\Delta u=\tilde{f}(u) & \text { in } \Omega \\ u=n & \text { on } \partial \Omega \\ u \geq 0 & \text { in } \Omega\end{cases}
$$

A standard argument based on the maximum principle shows that this problem has a unique solution, say $u_{n}$, which, moreover, is positive in $\bar{\Omega}$. Applying again the maximum principle we deduce that $0<u_{n} \leq u_{n+1} \leq u_{\infty}$, in $\Omega$, for all $n \geq 1$. Thus, for every $x \in \Omega$, we can define $\bar{u}(x)=\lim _{n \rightarrow \infty} u_{n}(x)$. Moreover, since $\left(u_{n}\right)$ is uniformly bounded on every compact subset of $\Omega$, standard elliptic regularity arguments show that $\bar{u}$ is a positive large solution of the problem $\Delta u=\tilde{f}(u)$. It follows that $\tilde{f}$ satisfies the Keller-Osserman condition $\left(A_{2}\right)$. Then, by $\left(A_{1}\right), \mu_{\infty}:=\lim _{u \rightarrow \infty} f(u) / u>0$ which yields $\lim _{u \rightarrow \infty} \tilde{f}(u) / f(u)=|a| / \mu_{\infty}+\|b\|_{\infty}<\infty$. Consequently, our claim follows.

Proof of Theorem 3.1.A. Necessary condition. Let $u_{\infty}$ be a large solution of problem (3.2). Then, by the maximum principle, $u_{\infty}$ is positive. Suppose $\lambda_{\infty, 1}$ is finite. Arguing by contradiction, let us assume $a \geq \lambda_{\infty, 1}$. Set $\lambda \in\left(\lambda_{1}\left(\mu_{0}\right), \lambda_{\infty, 1}\right)$ and denote by $u_{\lambda}$ the unique positive solution of problem $\left(E_{a}\right)$ with $a=\lambda$. We have

$$
\begin{cases}\Delta\left(M u_{\infty}\right)+\lambda_{\infty, 1}\left(M u_{\infty}\right) \leq b(x) f\left(M u_{\infty}\right) & \text { in } \Omega \\ M u_{\infty}=\infty & \text { on } \partial \Omega \\ M u_{\infty} \geq u_{\lambda} & \text { in } \Omega\end{cases}
$$

where $M:=\max \left\{\max _{\bar{\Omega}} u_{\lambda} / \min _{\Omega} u_{\infty} ; 1\right\}$. By the sub-super solution method we conclude that problem $\left(E_{a}\right)$ with $a=\lambda_{\infty, 1}$ has at least a positive solution (between $u_{\lambda}$ and $\left.M u_{\infty}\right)$. But this is a contradiction. So, necessarily, $a \in\left(-\infty, \lambda_{\infty, 1}\right)$.
B. Sufficient condition. This will be proved with the aid of several results.

Lemma 3.2 Let $\omega$ be a smooth bounded domain in $\mathbb{R}^{N}$. Assume $p, q, r$ are $C^{0, \mu_{-}}$ functions on $\bar{\omega}$ such that $r \geq 0$ and $p>0$ in $\bar{\omega}$. Then for any nonnegative function $0 \not \equiv \Phi \in C^{0, \mu}(\partial \omega)$ the boundary value problem

$$
\begin{cases}\Delta u+q(x) u=p(x) f(u)-r(x) & \text { in } \omega,  \tag{3.4}\\ u>0 & \text { in } \omega, \\ u=\Phi & \text { on } \partial \omega\end{cases}
$$

has a unique solution.
We refer to Cîrstea and Rădulescu [44, Lemma 3.1] for the proof of the above result.

Under the assumptions of Lemma 3.2 we obtain the following result which generalizes [142, Lemma 1.3].

Corollary 3.3 There exists a positive large solution of the problem

$$
\begin{equation*}
\Delta u+q(x) u=p(x) f(u)-r(x) \quad \text { in } \omega . \tag{3.5}
\end{equation*}
$$

Proof. Set $\Phi=n$ and let $u_{n}$ be the unique solution of (3.4). By the maximum principle, $u_{n} \leq u_{n+1} \leq \bar{u}$ in $\omega$, where $\bar{u}$ denotes a large solution of

$$
\Delta u+\|q\|_{\infty} u=p_{0} f(u)-\bar{r} \quad \text { in } \omega .
$$

Thus $\lim _{n \rightarrow \infty} u_{n}(x)=u_{\infty}(x)$ exists and is a positive large solution of (3.5). Furthermore, every positive large solution of (3.5) dominates $u_{\infty}$, that is, the solution $u_{\infty}$ is the minimal large solution. This follows from the definition of $u_{\infty}$ and the maximum principle.

Lemma 3.4 If $0 \not \equiv \Phi \in C^{0, \mu}(\partial \Omega)$ is a nonnegative function and $b>0$ on $\partial \Omega$, then the boundary value problem

$$
\begin{cases}\Delta u+a u=b(x) f(u) & \text { in } \Omega  \tag{3.6}\\ u>0 & \text { in } \Omega \\ u=\Phi & \text { on } \partial \Omega\end{cases}
$$

has a solution if and only if $a \in\left(-\infty, \lambda_{\infty, 1}\right)$. Moreover, in this case, the solution is unique.

Proof. The first part follows exactly in the same way as the proof of Theorem 3.1 (necessary condition).

For the sufficient condition, fix $a<\lambda_{\infty, 1}$ and let $\lambda_{\infty, 1}>\lambda_{*}>\max \left\{a, \lambda_{1}\left(\mu_{0}\right)\right\}$. Let $u_{*}$ be the unique positive solution of $\left(E_{a}\right)$ with $a=\lambda_{*}$.

Let $\Omega_{i}(i=1,2)$ be subdomains of $\Omega$ such that $\Omega_{0} \subset \subset \Omega_{1} \subset \subset \Omega_{2} \subset \subset \Omega$ and $\Omega \backslash \bar{\Omega}_{1}$ is smooth.

We define $u_{+} \in C^{2}(\Omega)$ as a positive function in $\Omega$ such that $u_{+} \equiv u_{\infty}$ on $\Omega \backslash \Omega_{2}$ and $u_{+} \equiv u_{*}$ on $\Omega_{1}$. Here $u_{\infty}$ denotes a positive large solution of (3.5) for $p(x)=$ $b(x), r(x)=0, q(x)=a$ and $\omega=\Omega \backslash \bar{\Omega}_{1}$. So, since $b_{0}:=\inf _{\Omega_{2} \backslash \Omega_{1}} b$ is positive, it is easy to check that if $C>0$ is large enough then $\bar{v}_{\Phi}=C u_{+}$satisfies

$$
\begin{cases}\Delta \bar{v}_{\Phi}+a \bar{v}_{\Phi} \leq b(x) f\left(\bar{v}_{\Phi}\right) & \text { in } \Omega \\ \bar{v}_{\Phi}=\infty & \text { on } \partial \Omega \\ \bar{v}_{\Phi} \geq \max _{\partial \Omega} \Phi & \text { in } \Omega\end{cases}
$$

Let $\underline{v}_{\Phi}$ be the unique classical solution of the problem

$$
\begin{cases}\Delta \underline{v}_{\Phi}=|a| \underline{v}_{\Phi}+\|b\|_{\infty} f\left(\underline{v}_{\Phi}\right) & \text { in } \Omega, \\ \underline{v}_{\Phi}>0 & \text { in } \Omega \\ \underline{v}_{\Phi}=\Phi & \text { on } \partial \Omega\end{cases}
$$

It is clear that $\underline{v}_{\Phi}$ is a positive subsolution of (3.6) and $\underline{v}_{\Phi} \leq \max _{\partial \Omega} \Phi \leq \bar{v}_{\Phi}$ in $\Omega$. Therefore, by the sub-super solution method, problem (3.6) has at least a solution $v_{\Phi}$ between $\underline{v}_{\Phi}$ and $\bar{v}_{\Phi}$. Next, the uniqueness of the solution to (3.6) can be obtained by using essentially the same technique as in [30, Theorem 1] or [26, Appendix II].

Proof of Theorem 3.1 continued. Fix $a \in\left(-\infty, \lambda_{\infty, 1}\right)$. Two cases may occur:
Case 1: $\quad b>0$ on $\partial \Omega$. Denote by $v_{n}$ the unique solution of (3.6) with $\Phi \equiv n$. For $\Phi \equiv 1$, set $v:=\underline{v}_{\Phi}$ and $V:=\bar{v}_{\Phi}$, where $\underline{v}_{\Phi}$ and $\bar{v}_{\Phi}$ are defined in the proof of Lemma 3.4. The sub and supersolutions method combined with the uniqueness of the solution of (3.6) shows that $v \leq v_{n} \leq v_{n+1} \leq V$ in $\Omega$. Hence $v_{\infty}(x):=\lim _{n \rightarrow \infty} v_{n}(x)$ exists and is a positive large solution of (3.2).

Case 2: $b \geq 0$ on $\partial \Omega$. Let $z_{n}(n \geq 1)$ be the unique solution of (3.4) for $p \equiv b+1 / n, r \equiv 0, q \equiv a, \Phi \equiv n$ and $\omega=\Omega$. By the maximum principle, $\left(z_{n}\right)$ is nondecreasing. Moreover, $\left\{z_{n}\right\}$ is uniformly bounded on every compact subdomain of $\Omega$. Indeed, if $K \subset \Omega$ is an arbitrary compact set, then $d:=\operatorname{dist}(K, \partial \Omega)>0$. Choose
$\delta \in(0, d)$ small enough so that $\bar{\Omega}_{0} \subset C_{\delta}$, where $C_{\delta}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>\delta\}$. Since $b>0$ on $\partial C_{\delta}$, Case 1 allows us to define $z_{+}$as a positive large solution of (3.2) for $\Omega=C_{\delta}$. A standard argument based on the maximum principle implies that $z_{n} \leq z_{+}$in $C_{\delta}$, for all $n \geq 1$. So, $\left\{z_{n}\right\}$ is uniformly bounded on $K$. By the monotonicity of $\left\{z_{n}\right\}$, we conclude that $z_{n} \rightarrow \underline{z}$ in $L_{\mathrm{loc}}^{\infty}(\Omega)$. Finally, standard elliptic regularity arguments lead to $z_{n} \rightarrow \underline{z}$ in $C^{2, \mu}(\Omega)$. This completes the proof of Theorem 3.1.

Denote by $\mathscr{D}$ and $\mathscr{R}$ the boundary operators

$$
\mathscr{D} u:=u \quad \text { and } \quad \mathscr{R} u:=\partial_{v} u+\beta(x) u,
$$

where $v$ is the unit outward normal to $\partial \Omega$, and $\beta \in C^{1, \mu}(\partial \Omega)$ is nonnegative. Hence, $\mathscr{D}$ is the Dirichlet boundary operator and $\mathscr{R}$ is either the Neumann boundary operator, if $\beta \equiv 0$, or the Robin boundary operator, if $\beta \not \equiv 0$. Throughout this work, $\mathscr{B}$ can define any of these boundary operators.

Note that the Robin condition $\mathscr{R}=0$ applies essentially to heat flow problems in a body with constant temperature in the surrounding medium. More generally, if $\alpha$ and $\beta$ are smooth functions on $\partial \Omega$ such that $\alpha, \beta \geq 0, \alpha+\beta>0$, then the boundary condition $B u=\alpha \partial_{v} u+\beta u=0$ represents the exchange of heat at the surface of the reactant by Newtonian cooling. Moreover, the boundary condition $B u=0$ is called an isothermal (Dirichlet) condition if $\alpha \equiv 0$, and it becomes an adiabatic (Neumann) condition if $\beta \equiv 0$. An intuitive meaning of the condition $\alpha+$ $\beta>0$ on $\partial \Omega$ is that, for the diffusion process described by problem (3.2), either the reflection phenomenon or the absorption phenomenon may occur at each point of the boundary.

We are now concerned with the following boundary blow-up problem

$$
\begin{cases}\Delta u+a u=b(x) f(u) & \text { in } \Omega \backslash \bar{\Omega}_{0},  \tag{3.7}\\ \mathscr{B} u=0 & \text { on } \partial \Omega, \\ u=\infty & \text { on } \partial \Omega_{0},\end{cases}
$$

where $b>0$ on $\partial \Omega$, while $\bar{\Omega}_{0}$ is nonempty, connected and with smooth boundary. Here, $u=\infty$ on $\partial \Omega_{0}$ means that $u(x) \rightarrow \infty$ as $x \in \Omega \backslash \bar{\Omega}_{0}$ and $d(x):=\operatorname{dist}\left(x, \Omega_{0}\right) \rightarrow 0$.

The question of existence and uniqueness of positive solutions for problem (3.7) in the case of pure superlinear power in the nonlinearity is treated by Du and Huang [64]. Our next results extend their previous paper to the case of much more general nonlinearities of Keller-Osserman type.

In the following, by $\left(\tilde{A}_{1}\right)$ we mean that $\left(A_{1}\right)$ is fulfilled and there exists

$$
\lim _{u \rightarrow \infty}(F / f)^{\prime}(u):=\gamma
$$

Then, $\gamma \geq 0$.
We prove
Theorem 3.5 Let $\left(\tilde{A}_{1}\right)$ and $\left(A_{2}\right)$ hold. Then, for any $a \in \mathbb{R}$, problem (3.7) has a minimal (resp. maximal) positive solution $\underline{U}_{a}\left(\right.$ resp. $\left.\bar{U}_{a}\right)$.

Proof. In proving Theorem 3.5 we rely on an appropriate comparison principle which allows us to prove that $\left\{u_{n}\right\}$ is nondecreasing, where $u_{n}$ is the unique positive solution of problem (3.9) with $\Phi \equiv n$. The minimal positive solution of (3.7) will be obtained as the limit of the sequence $\left\{u_{n}\right\}$. Note that, since $b=0$ on $\partial \Omega_{0}$, the main difficulty is related to the construction of an upper bound of this sequence which must fit to our general framework. Next, we deduce the maximal positive solution of (3.7) as the limit of the nonincreasing sequence $\left\{v_{m}\right\}_{m \geq m_{1}}$ provided $m_{1}$ is large so that $\Omega_{m_{1}} \subset \subset \Omega$. We denoted by $v_{m}$ the minimal positive solution of (3.7) with $\Omega_{0}$ replaced by

$$
\begin{equation*}
\Omega_{m}:=\{x \in \Omega: d(x)<1 / m\}, \quad m \geq m_{1} . \tag{3.8}
\end{equation*}
$$

We start with the following auxiliary result (see Cîrstea and Rădulescu [44]).
Lemma 3.6 Assume $b>0$ on $\partial \Omega$. If $\left(A_{1}\right)$ and $\left(A_{2}\right)$ hold, then for any positive function $\Phi \in C^{2, \mu}\left(\partial \Omega_{0}\right)$ and $a \in \mathbb{R}$ the problem

$$
\begin{cases}\Delta u+a u=b(x) f(u) & \text { in } \Omega \backslash \bar{\Omega}_{0}  \tag{3.9}\\ \mathscr{B} u=0 & \text { on } \partial \Omega \\ u=\Phi & \text { on } \partial \Omega_{0}\end{cases}
$$

has a unique positive solution.
We now come back to the proof of Theorem 3.5, which will be divided into two steps:

Step 1: Existence of the minimal positive solution for problem (3.7).
For any $n \geq 1$, let $u_{n}$ be the unique positive solution of problem (3.9) with $\Phi \equiv n$. By the maximum principle, $u_{n}(x)$ increases with $n$ for all $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$. Moreover, we prove

Lemma 3.7 The sequence $\left(u_{n}(x)\right)_{n}$ is bounded from above by some function $V(x)$ which is uniformly bounded on all compact subsets of $\bar{\Omega} \backslash \bar{\Omega}_{0}$.

Proof. Let $b^{*}$ be a $C^{2}$-function on $\bar{\Omega} \backslash \Omega_{0}$ such that

$$
0<b^{*}(x) \leq b(x) \quad \forall x \in \bar{\Omega} \backslash \bar{\Omega}_{0}
$$

For $x$ bounded away from $\partial \Omega_{0}$ it is not a problem to find such a function $b^{*}$. For $x$ satisfying $0<d(x)<\delta$ with $\delta>0$ small such that $x \rightarrow d(x)$ is a $C^{2}$-function, we can take

$$
b^{*}(x)=\int_{0}^{d(x)} \int_{0}^{t}\left[\min _{d(z) \geq s} b(z)\right] d s d t .
$$

Let $g \in \mathscr{G}$ be a function such that $\left(A_{g}\right)$ holds. Since $b^{*}(x) \rightarrow 0$ as $d(x) \searrow 0$, we deduce, by $\left(A_{1}\right)$, the existence of some $\delta>0$ such that for all $x \in \Omega$ with $0<d(x)<$ $\delta$ and $\xi>1$

$$
\frac{b^{*}(x) f\left(g\left(b^{*}(x)\right) \xi\right)}{g^{\prime \prime}\left(b^{*}(x)\right) \xi}>\sup _{\Omega \backslash \Omega_{0}}\left|\nabla b^{*}\right|^{2}+\frac{g^{\prime}\left(b^{*}(x)\right)}{g^{\prime \prime}\left(b^{*}(x)\right)} \inf _{\Omega \backslash \Omega_{0}}\left(\Delta b^{*}\right)+a \frac{g\left(b^{*}(x)\right)}{g^{\prime \prime}\left(b^{*}(x)\right)} .
$$

Here, $\delta>0$ is taken sufficiently small so that $g^{\prime}\left(b^{*}(x)\right)<0$ and $g^{\prime \prime}\left(b^{*}(x)\right)>0$ for all $x$ with $0<d(x)<\delta$.

For $n_{0} \geq 1$ fixed, define $V^{*}$ as follows
(i) $\quad V^{*}(x)=u_{n_{0}}(x)+1 \quad$ for $x \in \bar{\Omega}$ and near $\partial \Omega$;
(ii) $\quad V^{*}(x)=g\left(b^{*}(x)\right)$ for $x$ satisfying $0<d(x)<\delta$;
(iii) $V^{*} \in C^{2}\left(\bar{\Omega} \backslash \bar{\Omega}_{0}\right)$ is positive on $\bar{\Omega} \backslash \bar{\Omega}_{0}$.

We show that for $\xi>1$ large enough the upper bound of the sequence $\left(u_{n}(x)\right)_{n}$ can be taken as $V(x)=\xi V^{*}(x)$. Since

$$
\mathscr{B} V(x)=\xi \mathscr{B} V^{*}(x) \geq \xi \min \{1, \beta(x)\} \geq 0, \quad \text { for all } x \in \partial \Omega
$$

and

$$
\lim _{d(x) \backslash 0}\left[u_{n}(x)-V(x)\right]=-\infty<0,
$$

to conclude that $u_{n}(x) \leq V(x)$ for all $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$ it is sufficient to show that

$$
\begin{equation*}
-\Delta V(x) \geq a V(x)-b(x) f(V(x)), \quad \forall x \in \Omega \backslash \bar{\Omega}_{0} . \tag{3.10}
\end{equation*}
$$

For $x \in \Omega$ satisfying $0<d(x)<\delta$ and $\xi>1$ we have

$$
\begin{aligned}
- & \Delta V(x)-a V(x)+b(x) f(V(x)) \\
& =-\xi \Delta g\left(b^{*}(x)\right)-a \xi g\left(b^{*}(x)\right)+b(x) f\left(g\left(b^{*}(x)\right) \xi\right) \\
& \geq \xi g^{\prime \prime}\left(b^{*}\right)\left(-\frac{g^{\prime}\left(b^{*}(x)\right)}{g^{\prime \prime}\left(b^{*}(x)\right)} \Delta b^{*}-\left|\nabla b^{*}\right|^{2}-a \frac{g\left(b^{*}(x)\right)}{g^{\prime \prime}\left(b^{*}(x)\right)}+b^{*} \frac{f\left(g\left(b^{*}(x)\right) \xi\right)}{g^{\prime \prime}\left(b^{*}(x)\right) \xi}\right) \\
& >0 .
\end{aligned}
$$

For $x \in \Omega$ satisfying $d(x) \geq \delta$,

$$
-\Delta V(x)-a V(x)+b(x) f(V(x))=\xi\left(-\Delta V^{*}(x)-a V^{*}(x)+b(x) \frac{f\left(\xi V^{*}(x)\right)}{\xi}\right)
$$

which is positive for $\xi$ sufficiently large. It follows that (3.10) is fulfilled provided $\xi$ is large enough. This finishes the proof of the lemma.

By Lemma 3.7, $\underline{U}_{a}(x) \equiv \lim _{n \rightarrow \infty} u_{n}(x)$ exists, for any $x \in \bar{\Omega} \backslash \bar{\Omega}_{0}$. Moreover, $\underline{U}_{a}$ is a positive solution of (3.7). Using the maximum principle once more, we find that any positive solution $u$ of (3.7) satisfies $u \geq u_{n}$ on $\bar{\Omega} \backslash \bar{\Omega}_{0}$, for all $n \geq 1$. Hence $\underline{U}_{a}$ is the minimal positive solution of (3.7).

Proof of Theorem 3.5 continued.
Step 2: Existence of the maximal positive solution for problem (3.7).
Lemma 3.8 If $\Omega_{0}$ is replaced by $\Omega_{m}$ defined in (3.8), then problem (3.7) has a minimal positive solution provided that $\left(A_{1}\right)$ and $\left(A_{2}\right)$ are fulfilled.

Proof. The argument used here (more easier, since $b>0$ on $\bar{\Omega} \backslash \Omega_{m}$ ) is similar to that in Step 1. The only difference which appears in the proof (except the replacement of $\Omega_{0}$ by $\Omega_{m}$ ) is related to the construction of $V^{*}(x)$ for $x$ near $\partial \Omega_{m}$. Here, we use our Theorem 3.1 which says that, for any $a \in \mathbb{R}$, there exists a positive large solution $u_{a, \infty}$ of problem (3.2) in the domain $\Omega \backslash \bar{\Omega}_{m}$. We define $V^{*}(x)=u_{a, \infty}(x)$ for $x \in \Omega \backslash \bar{\Omega}_{m}$ and near $\partial \Omega_{m}$. For $\xi>1$ and $x \in \Omega \backslash \bar{\Omega}_{m}$ near $\partial \Omega_{m}$ we have

$$
\begin{aligned}
-\Delta V(x)-a V(x)+b(x) f(V(x)) & =-\xi \Delta V^{*}(x)-a \xi V^{*}(x)+b(x) f\left(\xi V^{*}(x)\right) \\
& =b(x)\left[f\left(\xi V^{*}(x)\right)-\xi f\left(V^{*}(x)\right)\right] \geq 0
\end{aligned}
$$

This completes the proof.
Let $v_{m}$ be the minimal positive solution for the problem considered in the statement of Lemma 3.8. By the maximum principle, $v_{m} \geq v_{m+1} \geq u$ on $\bar{\Omega} \backslash \bar{\Omega}_{m}$, where $u$ is any positive solution of (3.7). Hence $\bar{U}_{a}(x):=\lim _{m \rightarrow \infty} v_{m}(x) \geq u(x)$. A regularity
and compactness argument shows that $\bar{U}_{a}$ is a positive solution of (3.7). Consequently, $\bar{U}_{a}$ is the maximal positive solution. This concludes the proof of Theorem 3.5.

The next question is whether one can conclude the uniqueness of positive solutions of problem (3.7). We recall first what is already known in this direction. When $f(u)=u^{p}, p>1$, Du and Huang [64] proved the uniqueness of the solution to problem (3.7) and established its behavior near $\partial \Omega_{0}$, under the assumption

$$
\begin{equation*}
\lim _{d(x) \searrow 0} \frac{b(x)}{[d(x)]^{\tau}}=c \quad \text { for some positive constants } \tau, c>0 . \tag{3.11}
\end{equation*}
$$

We shall give a general uniqueness result provided that $b$ and $f$ satisfy the following assumptions:
( $B_{1}$ ) $\lim _{d(x) \searrow 0} \frac{b(x)}{k(d(x))}=c \quad$ for some constant $c>0$, where $0<k \in C^{1}\left(0, \delta_{0}\right)$ is increasing and satisfies
(B2) $\quad K(t)=\frac{\int_{0}^{t} \sqrt{k(s)} d s}{\sqrt{k(t)}} \in C^{1}\left[0, \delta_{0}\right)$, for some $\delta_{0}>0$.
Assume there exist $\zeta>0$ and $t_{0} \geq 1$ such that
$\left(A_{3}\right) \quad f(\xi t) \leq \xi^{1+\zeta} f(t), \quad \forall \xi \in(0,1), \quad \forall t \geq t_{0} / \xi ;$
$\left(A_{4}\right)$ the mapping $(0,1] \ni \xi \longmapsto A(\xi)=\lim _{u \rightarrow \infty} \frac{f(\xi u)}{\xi f(u)}$ is a continuous positive function.

Our uniqueness result is
Theorem 3.9 Assume the conditions $\left(\tilde{A}_{1}\right)$ with $\gamma \neq 0,\left(A_{3}\right),\left(A_{4}\right),\left(B_{1}\right)$ and $\left(B_{2}\right)$ hold. Then, for any $a \in \mathbb{R}$, problem (3.7) has a unique positive solution $U_{a}$. Moreover,

$$
\lim _{d(x) \searrow 0} \frac{U_{a}(x)}{h(d(x))}=\xi_{0},
$$

where $h$ is defined by

$$
\begin{equation*}
\int_{h(t)}^{\infty} \frac{d s}{\sqrt{2 F(s)}}=\int_{0}^{t} \sqrt{k(s)} d s, \quad \forall t \in\left(0, \delta_{0}\right) \tag{3.12}
\end{equation*}
$$

and $\xi_{0}$ is the unique positive solution of $A(\xi)=\frac{K^{\prime}(0)(1-2 \gamma)+2 \gamma}{c}$.
Remark 1 (a) $\left(A_{1}\right)+\left(A_{3}\right) \Rightarrow\left(A_{2}\right)$. Indeed, $\lim _{u \rightarrow \infty} \frac{f(u)}{u^{1+\zeta}}>0$ since $\frac{f(t)}{t^{1+\zeta}}$ is nondecreasing for $t \geq t_{0}$.
(b) $K^{\prime}(0)(1-2 \gamma)+2 \gamma \in(0,1]$ when $\left(\tilde{A}_{1}\right)$ with $\gamma \neq 0,\left(A_{2}\right),\left(B_{1}\right)$ and $\left(B_{2}\right)$ hold.
(c) The function $(0, \infty) \ni \xi \longmapsto A(\xi) \in(0, \infty)$ is bijective when $\left(A_{3}\right)$ and $\left(A_{4}\right)$ hold (see Lemma 3.10).

Among the nonlinearities $f$ that satisfy the assumptions of Theorem 3.9 we note: (i) $f(u)=u^{p}, p>1$; (ii) $f(u)=u^{p} \ln (u+1), p>1$; (iii) $f(u)=u^{p} \arctan u, p>1$.

Proof of Theorem 3.9. By $\left(A_{4}\right)$ we deduce that the mapping $(0, \infty) \ni \xi \longmapsto$ $A(\xi)=\lim _{u \rightarrow \infty} \frac{f(\xi u)}{\xi f(u)}$ is a continuous positive function, since $A(1 / \xi)=1 / A(\xi)$ for any $\xi \in(0,1)$. Moreover, we claim

Lemma 3.10 The function $A:(0, \infty) \rightarrow(0, \infty)$ is bijective, provided that $\left(A_{3}\right)$ and $\left(A_{4}\right)$ are fulfilled.

Proof. By the continuity of $A$, we see that the surjectivity of $A$ follows if we prove that $\lim _{\xi \searrow 0} A(\xi)=0$. To this aim, let $\xi \in(0,1)$ be fixed. Using $\left(A_{3}\right)$ we find

$$
\frac{f(\xi u)}{\xi f(u)} \leq \xi^{\zeta}, \quad \forall u \geq \frac{t_{0}}{\xi}
$$

which yields $A(\xi) \leq \xi^{\zeta}$. Since $\xi \in(0,1)$ is arbitrary, it follows that $\lim _{\xi \backslash 0} A(\xi)=$ 0 .

We now prove that the function $\xi \longmapsto A(\xi)$ is increasing on $(0, \infty)$ which concludes our lemma. Let $0<\xi_{1}<\xi_{2}<\infty$ be chosen arbitrarily. Using assumption $\left(A_{3}\right)$ once more, we obtain

$$
f\left(\xi_{1} u\right)=f\left(\frac{\xi_{1}}{\xi_{2}} \xi_{2} u\right) \leq\left(\frac{\xi_{1}}{\xi_{2}}\right)^{1+\zeta} f\left(\xi_{2} u\right), \quad \forall u \geq t_{0} \frac{\xi_{2}}{\xi_{1}}
$$

It follows that

$$
\frac{f\left(\xi_{1} u\right)}{\xi_{1} f(u)} \leq\left(\frac{\xi_{1}}{\xi_{2}}\right)^{\zeta} \frac{f\left(\xi_{2} u\right)}{\xi_{2} f(u)}, \quad \forall u \geq t_{0} \frac{\xi_{2}}{\xi_{1}} .
$$

Passing to the limit as $u \rightarrow \infty$ we find

$$
A\left(\xi_{1}\right) \leq\left(\frac{\xi_{1}}{\xi_{2}}\right)^{\zeta} A\left(\xi_{2}\right)<A\left(\xi_{2}\right)
$$

which finishes the proof.
Proof of Theorem 3.9 continued. Set

$$
\Pi(\xi)=\lim _{d(x) \searrow 0} b(x) \frac{f(h(d(x)) \xi)}{h^{\prime \prime}(d(x)) \xi}
$$

for any $\xi>0$. Using $\left(B_{1}\right)$ we find

$$
\begin{aligned}
\Pi(\xi) & =\lim _{d(x) \searrow 0} \frac{b(x)}{k(d(x))} \frac{k(d(x)) f(h(d(x)))}{h^{\prime \prime}(d(x))} \frac{f(h(d(x)) \xi)}{\xi f(h(d(x)))} \\
& =c \lim _{t \searrow 0} \frac{k(t) f(h(t))}{h^{\prime \prime}(t)} \lim _{u \rightarrow \infty} \frac{f(\xi u)}{\xi f(u)} \\
& =\frac{c}{K^{\prime}(0)(1-2 \gamma)+2 \gamma} A(\xi) .
\end{aligned}
$$

This and Lemma 3.10 imply that the function $\Pi:(0, \infty) \rightarrow(0, \infty)$ is bijective. Let $\xi_{0}$ be the unique positive solution of $\Pi(\xi)=1$, that is

$$
A\left(\xi_{0}\right)=\frac{K^{\prime}(0)(1-2 \gamma)+2 \gamma}{c}
$$

For $\varepsilon \in(0,1 / 4)$ arbitrary, we denote $\xi_{1}=\Pi^{-1}(1-4 \varepsilon)$, respectively $\xi_{2}=$ $\Pi^{-1}(1+4 \varepsilon)$.

We choose $\delta>0$ small enough such that
(i) $\operatorname{dist}\left(x, \partial \Omega_{0}\right)$ is a $C^{2}$ function on the set $\left\{x \in \Omega: \operatorname{dist}\left(x, \partial \Omega_{0}\right) \leq 2 \delta\right\}$;
(ii) $\left|\frac{h^{\prime}(s)}{h^{\prime \prime}(s)} \Delta d(x)+a \frac{h(s)}{h^{\prime \prime}(s)}\right|<\varepsilon$ and $h^{\prime \prime}(s)>0$ for all $0<s, d(x)<2 \delta$;
(iii) $\left(\Pi\left(\xi_{2}\right)-\varepsilon\right) \frac{h^{\prime \prime}(d(x)) \xi_{2}}{f\left(h(d(x)) \xi_{2}\right)} \leq b(x) \leq\left(\Pi\left(\xi_{1}\right)+\varepsilon\right) \frac{h^{\prime \prime}(d(x)) \xi_{1}}{f\left(h(d(x)) \xi_{1}\right)}$ if $0<d(x)<$ $2 \delta$;
(iv) $b(y)<(1+\varepsilon) b(x), \quad$ for all $x, y$ with $0<d(y)<d(x)<2 \delta$.

Let $\sigma \in(0, \delta)$ be arbitrary. We define $\underline{v}_{\sigma}(x)=h(d(x)+\sigma) \xi_{1}$, for any $x$ with $d(x)+\sigma<2 \delta$, respectively $\bar{v}_{\sigma}(x)=h(d(x)-\sigma) \xi_{2}$ for any $x$ with $\sigma<d(x)<2 \delta$.

Using (ii), (iv) and the first inequality in (iii), when $\sigma<d(x)<2 \delta$, we obtain (since $|\nabla d(x)| \equiv 1$ )

$$
\begin{aligned}
& -\Delta \bar{v}_{\sigma}(x)-a \bar{v}_{\sigma}(x)+b(x) f\left(\bar{v}_{\sigma}(x)\right) \\
& =\xi_{2}\left[-h^{\prime}(d(x)-\sigma) \Delta d-h^{\prime \prime}(d(x)-\sigma)-a h(d(x)-\sigma)+\frac{b(x) f\left(h(d(x)-\sigma) \xi_{2}\right)}{\xi_{2}}\right] \\
& =\xi_{2} h^{\prime \prime}(d(x)-\sigma) \\
& \quad \times\left[-\frac{h^{\prime}(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)} \Delta d(x)-a \frac{h(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)}-1+\frac{b(x) f\left(h(d(x)-\sigma) \xi_{2}\right)}{h^{\prime \prime}(d(x)-\sigma) \xi_{2}}\right] \\
& \geq \xi_{2} h^{\prime \prime}(d(x)-\sigma)\left[-\frac{h^{\prime}(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)} \Delta d(x)-a \frac{h(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)}-1+\frac{\Pi\left(\xi_{2}\right)-\varepsilon}{1+\varepsilon}\right] \\
& \geq 0
\end{aligned}
$$

for all $x$ satisfying $\sigma<d(x)<2 \delta$. Similarly, using (ii), (iv) and the second inequality in (iii), when $d(x)+\sigma<2 \delta$ we find

$$
\begin{aligned}
& -\Delta \underline{v}_{\sigma}(x)-a \underline{v}_{\sigma}(x)+b(x) f\left(\underline{v}_{\sigma}(x)\right) \\
& \quad=\xi_{1} h^{\prime \prime}(d(x)+\sigma) \\
& \quad \times\left[-\frac{h^{\prime}(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)} \Delta d(x)-a \frac{h(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)}-1+\frac{b(x) f\left(h(d(x)+\sigma) \xi_{1}\right)}{h^{\prime \prime}(d(x)+\sigma) \xi_{1}}\right] \\
& \leq \xi_{1} h^{\prime \prime}(d(x)+\sigma) \\
& \quad \times\left[-\frac{h^{\prime}(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)} \Delta d(x)-a \frac{h(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)}-1+(1+\varepsilon)\left(\Pi\left(\xi_{1}\right)+\varepsilon\right)\right] \\
& \quad \leq 0 .
\end{aligned}
$$

Define $\Omega_{\delta} \equiv\{x \in \Omega: d(x)<\delta\}$. Let $\omega \subset \subset \Omega_{0}$ be such that the first Dirichlet eigenvalue of $(-\Delta)$ in the smooth domain $\Omega_{0} \backslash \bar{\omega}$ is strictly greater than $a$. Denote by $w$ a positive large solution to the following problem

$$
-\Delta w=a w-p(x) f(w) \quad \text { in } \Omega_{\delta},
$$

where $p \in C^{0, \mu}\left(\bar{\Omega}_{\delta}\right)$ satisfies
$0<p(x) \leq b(x)$ for $x \in \bar{\Omega}_{\delta} \backslash \bar{\Omega}_{0}, \quad p(x)=0$ on $\bar{\Omega}_{0} \backslash \omega \quad$ and $\quad p(x)>0$ for $x \in \omega$.

The existence of $w$ is guaranteed by our Theorem 3.1.
Suppose that $u$ is an arbitrary solution of (3.7) and let $v:=u+w$. Then $v$ satisfies

$$
-\Delta v \geq a v-b(x) f(v) \quad \text { in } \Omega_{\delta} \backslash \bar{\Omega}_{0}
$$

Since

$$
\left.v\right|_{\partial \Omega_{0}}=\infty>\left.\underline{v}_{\sigma}\right|_{\partial \Omega_{0}} \quad \text { and }\left.\quad v\right|_{\partial \Omega_{\delta}}=\infty>\left.\underline{v}_{\sigma}\right|_{\partial \Omega_{\delta}},
$$

we find

$$
\begin{equation*}
u+w \geq \underline{v}_{\sigma} \text { on } \Omega_{\delta} \backslash \bar{\Omega}_{0} . \tag{3.13}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\bar{v}_{\sigma}+w \geq u \text { on } \Omega_{\delta} \backslash \bar{\Omega}_{\sigma} . \tag{3.14}
\end{equation*}
$$

Letting $\sigma \rightarrow 0$ in (3.13) and (3.14), we deduce that

$$
h(d(x)) \xi_{2}+2 w \geq u+w \geq h(d(x)) \xi_{1}, \quad \forall x \in \Omega_{\delta} \backslash \bar{\Omega}_{0} .
$$

Since $w$ is uniformly bounded on $\partial \Omega_{0}$, it follows that

$$
\begin{equation*}
\xi_{1} \leq \liminf _{d(x) \searrow 0} \frac{u(x)}{h(d(x))} \leq \limsup _{d(x) \searrow 0} \frac{u(x)}{h(d(x))} \leq \xi_{2} . \tag{3.15}
\end{equation*}
$$

Letting $\varepsilon \rightarrow 0$ in (3.15) and looking at the definition of $\xi_{1}$ respectively $\xi_{2}$ we find

$$
\begin{equation*}
\lim _{d(x) \searrow 0} \frac{u(x)}{h(d(x))}=\xi_{0} . \tag{3.16}
\end{equation*}
$$

This behavior of the solution will be speculated in order to prove that problem (3.7) has a unique solution. Indeed, let $u_{1}, u_{2}$ be two positive solutions of (3.7). For any $\varepsilon>0$, denote $\tilde{u}_{i}=(1+\varepsilon) u_{i}, i=1,2$. By virtue of (3.16) we get

$$
\lim _{d(x) \searrow 0} \frac{u_{1}(x)-\tilde{u}_{2}(x)}{h(d(x))}=\lim _{d(x) \searrow 0} \frac{u_{2}(x)-\tilde{u}_{1}(x)}{h(d(x))}=-\varepsilon \xi_{0}<0
$$

which implies

$$
\lim _{d(x) \searrow 0}\left[u_{1}(x)-\tilde{u}_{2}(x)\right]=\lim _{d(x) \searrow 0}\left[u_{2}(x)-\tilde{u}_{1}(x)\right]=-\infty .
$$

On the other hand, since $\frac{f(u)}{u}$ is increasing for $u>0$, we obtain

$$
\begin{aligned}
-\Delta \tilde{u}_{i} & =-(1+\varepsilon) \Delta u_{i} \\
& =(1+\varepsilon)\left(a u_{i}-b(x) f\left(u_{i}\right)\right) \\
& \geq a \tilde{u}_{i}-b(x) f\left(\tilde{u}_{i}\right) \quad \text { in } \Omega \backslash \bar{\Omega}_{0}
\end{aligned}
$$

and

$$
\mathscr{B} \tilde{u}_{i}=\mathscr{B} u_{i}=0 \quad \text { on } \partial \Omega .
$$

By the maximum principle,

$$
u_{1}(x) \leq \tilde{u}_{2}(x), \quad u_{2}(x) \leq \tilde{u}_{1}(x), \quad \text { for all } x \in \Omega \backslash \bar{\Omega}_{0} .
$$

Letting $\varepsilon \rightarrow 0$, we obtain $u_{1} \equiv u_{2}$. The proof of Theorem 3.9 is complete.

### 3.1.1 A Karamata Regular Variation Theory Approach

The major purpose in this section is to advance innovative methods to study the uniqueness and asymptotic behavior of large solutions of (3.2). This approach is
due to Cîrstea and Rădulescu [43, 45-48] and it relies essentially on the regular variation theory introduced by Karamata (see Bingham, Goldie, and Teugels [19], Karamata [137]), not only in the statement but in the proof as well. This enables us to obtain significant information about the qualitative behavior of the large solution to (3.2) in a general framework that removes previous restrictions in the literature.

Definition 3.11 A positive measurable function $R$ defined on $[D, \infty)$, for some $D>0$, is called regularly varying (at infinity) with index $q \in \mathbb{R}$ (written $R \in R V_{q}$ ) if for all $\xi>0$

$$
\lim _{u \rightarrow \infty} R(\xi u) / R(u)=\xi^{q} .
$$

When the index of regular variation $q$ is zero, we say that the function is slowly varying.

We remark that any function $R \in R V_{q}$ can be written in terms of a slowly varying function. Indeed, set $R(u)=u^{q} L(u)$. From the above definition we easily deduce that $L$ varies slowly.

The canonical $q$-varying function is $u^{q}$. The functions $\ln (1+u), \ln \ln (e+u)$, $\exp \left\{(\ln u)^{\alpha}\right\}, \alpha \in(0,1)$ vary slowly, as well as any measurable function on $[D, \infty)$ with positive limit at infinity.

In what follows $L$ denotes an arbitrary slowly varying function and $D>0$ a positive number. For details on the properties below, we refer to Seneta [176].

Proposition 3.12 (i) For any $m>0, u^{m} L(u) \rightarrow \infty, \quad u^{-m} L(u) \rightarrow 0$ as $u \rightarrow \infty$.
(ii) Any positive $C^{1}$-function on $[D, \infty)$ satisfying $u L_{1}^{\prime}(u) / L_{1}(u) \rightarrow 0$ as $u \rightarrow \infty$ is slowly varying. Moreover, if the above limit is $q \in \mathbb{R}$, then $L_{1} \in R V_{q}$.
(iii) Assume $R:[D, \infty) \rightarrow(0, \infty)$ is measurable and Lebesgue integrable on each finite subinterval of $[D, \infty)$. Then $R$ varies regularly if and only if there exists $j \in \mathbb{R}$ such that

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{u^{j+1} R(u)}{\int_{D}^{u} x^{j} R(x) d x} \tag{3.17}
\end{equation*}
$$

exists and is a positive number, say $a_{j}+1$. In this case, $R \in R V_{q}$ with $q=a_{j}-j$.
(iv) (Karamata Theorem, 1933). If $R \in R V_{q}$ is Lebesgue integrable on each finite subinterval of $[D, \infty)$, then the limit defined by (3.17) is $q+j+1$, for every $j>$ $-q-1$.

Lemma 3.13 Assume $\left(A_{1}\right)$ holds. Then we have the equivalence
a) $f^{\prime} \in R V_{\rho} \Longleftrightarrow$ b) $\left.\lim _{u \rightarrow \infty} u f^{\prime}(u) / f(u):=\vartheta<\infty \Longleftrightarrow c\right) \lim _{u \rightarrow \infty}(F / f)^{\prime}(u):=\gamma>0$.

Remark 2 Let a) of Lemma 3.13 be fulfilled. Then the following assertions hold
(i) $\rho$ is nonnegative;
(ii) $\gamma=1 /(\rho+2)=1 /(\vartheta+1)$;
(iii) If $\rho \neq 0$, then $\left(A_{2}\right)$ holds (use $\lim _{u \rightarrow \infty} f(u) / u^{p}=\infty, \forall p \in(1,1+\rho)$ ). The converse implication is not necessarily true (take $f(u)=u \ln ^{4}(u+1)$ ). However, there are cases when $\rho=0$ and $\left(A_{2}\right)$ fails so that (3.2) has no large solutions. This is illustrated by $f(u)=u$ or $f(u)=u \ln (u+1)$.

Inspired by the definition of $\gamma$, we denote by $\mathscr{K}$ the Karamata class, that is, the set of all positive, increasing $C^{1}$-functions $k$ defined on $(0, v)$, for some $v>0$, which satisfy

$$
\lim _{t \rightarrow 0^{+}}\left(\frac{\int_{0}^{t} k(s) d s}{k(t)}\right)^{(i)}:=\ell_{i}, i=0,1 .
$$

It is easy to see that $\ell_{0}=0$ and $\ell_{1} \in[0,1]$, for every $k \in \mathscr{K}$. Our next result gives examples of functions $k \in \mathscr{K}$ with $\lim _{t \rightarrow 0^{+}} k(t)=0$, for every $\ell_{1} \in[0,1]$.

Lemma 3.14 Let $S \in C^{1}[D, \infty)$ be such that $S^{\prime} \in R V_{q}$ with $q>-1$. Hence the following hold:
a) If $k(t)=\exp \{-S(1 / t)\} \quad \forall t \leq 1 / D$, then $k \in \mathscr{K}$ with $\ell_{1}=0$.
b) If $k(t)=1 / S(1 / t) \quad \forall t \leq 1 / D$, then $k \in \mathscr{K}$ with $\ell_{1}=1 /(q+2) \in(0,1)$.
c) If $k(t)=1 / \ln S(1 / t) \quad \forall t \leq 1 / D$, then $k \in \mathscr{K}$ with $\ell_{1}=1$.

Remark 3 If $S \in C^{1}[D, \infty)$, then $S^{\prime} \in R V_{q}$ with $q>-1$ if and only if for some $m>0$, $C>0$ and $B>D$ we have $S(u)=C u^{m} \exp \left\{\int_{B}^{u} \frac{y(t)}{t} d t\right\}, \forall u \geq B$, where $y \in C[B, \infty)$ satisfies $\lim _{u \rightarrow \infty} y(u)=0$. In this case, $S^{\prime} \in R V_{q}$ with $q=m-1$. (This is a consequence of Proposition 3.12 (iii) and (iv).)

Our main result is
Theorem 3.15 Let $\left(A_{1}\right)$ hold and $f^{\prime} \in R V_{\rho}$ with $\rho>0$. Assume $b \equiv 0$ on $\partial \Omega$ satisfies
(B) $\quad b(x)=c k^{2}(d(x))+o\left(k^{2}(d(x))\right)$ as $d(x) \rightarrow 0$, for some constant $c>0$ and $k \in \mathscr{K}$.

Then, for any $a \in\left(-\infty, \lambda_{\infty, 1}\right)$, (3.2) admits a unique large solution $u_{a}$. Moreover,

$$
\begin{equation*}
\lim _{d(x) \rightarrow 0} \frac{u_{a}(x)}{h(d(x))}=\xi_{0} \tag{3.18}
\end{equation*}
$$

where $\xi_{0}=\left(\frac{2+\ell_{1} \rho}{c(2+\rho)}\right)^{1 / \rho}$ and $h$ is defined by

$$
\begin{equation*}
\int_{h(t)}^{\infty} \frac{d s}{\sqrt{2 F(s)}}=\int_{0}^{t} k(s) d s, \quad \forall t \in(0, v) \tag{3.19}
\end{equation*}
$$

By Remark 3, the assumption $f^{\prime} \in R V_{\rho}$ with $\rho>0$ holds if and only if there exist $p>1$ and $B>0$ such that $f(u)=C u^{p} \exp \left\{\int_{B}^{u} \frac{y(t)}{t} d t\right\}$, for all $u \geq B$ ( $y$ as before and $p=\rho+1$ ). If $B$ is large enough ( $y>-\rho$ on $[B, \infty)$ ), then $f(u) / u$ is increasing on $[B, \infty)$. Thus, to get the whole range of functions $f$ for which our Theorem 3.15 applies we have only to "paste" a suitable smooth function on $[0, B]$ in accordance with $\left(A_{1}\right)$. A simple way to do this is to define

$$
f(u)=u^{p} \exp \left\{\int_{0}^{u} \frac{z(t)}{t} d t\right\} \quad \text { for all } \quad u \geq 0
$$

where $z \in C[0, \infty)$ is nonnegative such that $\lim _{t \rightarrow 0^{+}} z(t) / t \in[0, \infty)$ and $\lim _{u \rightarrow \infty} z(u)=$ 0 . Clearly, $f(u)=u^{p}, f(u)=u^{p} \ln (u+1)$, and $f(u)=u^{p} \arctan u(p>1)$ fall into this category.

Lemma 3.14 provides a practical method to find functions $k$ which can be considered in the statement of Theorem 3.15. Here are some examples:
(i) $k(t)=-1 / \ln t$;
(ii) $k(t)=t^{\alpha}$;
(iii) $k(t)=\exp \left\{-1 / t^{\alpha}\right\}$;
(iv) $k(t)=\exp \left\{-\ln \left(1+\frac{1}{t}\right) / t^{\alpha}\right\}$;
(v) $k(t)=\exp \left\{-\left[\arctan \left(\frac{1}{t}\right)\right] / t^{\alpha}\right\}$;
(vi) $k(t)=t^{\alpha} / \ln \left(1+\frac{1}{t}\right)$, for some $\alpha>0$.

As we shall see, the uniqueness lies upon the crucial observation (3.18), which shows that all explosive solutions have the same boundary behavior. Note that the only case of Theorem 3.15 studied so far is $f(u)=u^{p}(p>1)$ and $k(t)=t^{\alpha}(\alpha>0)$ (see García-Melián, Letelier-Albornoz, and Sabina de Lis [82]). For related results on the uniqueness of explosive solutions (mainly in the cases $b \equiv 1$ and $a=0$ ) we refer to Bandle and Marcus [12], Loewner and Nirenberg [138], Marcus and Véron [142].

Proof of Lemma 3.13. From Proposition 3.12 (iv) and Remark 2 (i) we deduce $a) \Longrightarrow b$ ) and $\vartheta=\rho+1$. Conversely, $b) \Longrightarrow a$ ) follows by Proposition 3.12 (iii) since $\vartheta \geq 1 \mathrm{cf}$. $\left(A_{1}\right)$.
$b) \Longrightarrow c)$. Indeed, $\lim _{u \rightarrow \infty} u f(u) / F(u)=1+\vartheta$, which yields

$$
\frac{\vartheta}{1+\vartheta}=\lim _{u \rightarrow \infty}\left[1-\left(\frac{F}{f}\right)^{\prime}(u)\right]=1-\gamma .
$$

$c) \Longrightarrow b)$. Choose $s_{1}>0$ such that

$$
\left(\frac{F}{f}\right)^{\prime}(u) \geq \frac{\gamma}{2}, \text { for all } u \geq s_{1}
$$

So,

$$
\left(\frac{F}{f}\right)(u) \geq \frac{\left(u-s_{1}\right) \gamma}{2}+\left(\frac{F}{f}\right)\left(s_{1}\right) \quad \text { for all } u \geq s_{1}
$$

Passing to the limit as $u \rightarrow \infty$, we find $\lim _{u \rightarrow \infty} F(u) / f(u)=\infty$. Thus,

$$
\lim _{u \rightarrow \infty} \frac{u f(u)}{F(u)}=\frac{1}{\gamma}
$$

Since

$$
1-\gamma:=\lim _{u \rightarrow \infty} \frac{F(u) f^{\prime}(u)}{f^{2}(u)}
$$

we obtain

$$
\lim _{u \rightarrow \infty} \frac{u f^{\prime}(u)}{f(u)}=\frac{1-\gamma}{\gamma} .
$$

This finishes the proof of the lemma.
Proof of Lemma 3.14. Since $\lim _{u \rightarrow \infty} u S^{\prime}(u)=\infty$ (cf. Proposition 3.12 (i)), from the Karamata theorem we deduce

$$
\lim _{u \rightarrow \infty} \frac{u S^{\prime}(u)}{S(u)}=q+1>0
$$

Therefore, in any of the cases $a), b), c), \lim _{t \rightarrow 0^{+}} k(t)=0$ and $k$ is an increasing $C^{1}$-function on $(0, v)$, for $v>0$ sufficiently small.
a) It is clear that

$$
\lim _{t \rightarrow 0^{+}} \frac{t k^{\prime}(t)}{k(t) \ln k(t)}=\lim _{t \rightarrow 0^{+}} \frac{-S^{\prime}(1 / t)}{t S(1 / t)}=-(q+1) .
$$

By l'Hospital's rule we deduce

$$
\ell_{0}=\lim _{t \rightarrow 0^{+}} \frac{k(t)}{k^{\prime}(t)}=0 \quad \text { and } \quad \lim _{t \rightarrow 0^{+}} \frac{\left(\int_{0}^{t} k(s) d s\right) \ln k(t)}{t k(t)}=-\frac{1}{q+1} .
$$

So,

$$
1-\ell_{1}:=\lim _{t \rightarrow 0^{+}} \frac{\left(\int_{0}^{t} k(s) d s\right) k^{\prime}(t)}{k^{2}(t)}=1
$$

b) We see that

$$
\lim _{t \rightarrow 0^{+}} \frac{t k^{\prime}(t)}{k(t)}=\lim _{t \rightarrow 0^{+}} \frac{S^{\prime}(1 / t)}{t S(1 / t)}=q+1 .
$$

By l'Hospital's rule,

$$
\ell_{0}=0 \quad \text { and } \quad \lim _{t \rightarrow 0^{+}} \frac{\int_{0}^{t} k(s) d s}{t k(t)}=\frac{1}{q+2} .
$$

So,

$$
\ell_{1}=1-\lim _{t \rightarrow 0^{+}} \frac{\int_{0}^{t} k(s) d s}{t k(t)} \frac{t k^{\prime}(t)}{k(t)}=\frac{1}{q+2}
$$

c) We have

$$
\lim _{t \rightarrow 0^{+}} \frac{t k^{\prime}(t)}{k^{2}(t)}=\lim _{t \rightarrow 0^{+}} \frac{S^{\prime}(1 / t)}{t S(1 / t)}=q+1
$$

By l'Hospital's rule,

$$
\lim _{t \rightarrow 0^{+}} \frac{\int_{0}^{t} k(s) d s}{t k(t)}=1
$$

Thus,

$$
\ell_{0}=0 \quad \text { and } \quad \ell_{1}=1-\lim _{t \rightarrow 0^{+}} \frac{\int_{0}^{t} k(s) d s}{t} \frac{t k^{\prime}(t)}{k^{2}(t)}=1
$$

This finishes the proof of our lemma.
Proof of Theorem 3.15. Fix $a \in\left(-\infty, \lambda_{\infty, 1}\right)$. By Theorem 3.1, problem (3.2) has at least a large solution.

If we prove that (3.18) holds for an arbitrary large solution $u_{a}$ of (3.2), then the uniqueness follows easily. Indeed, if $u_{1}$ and $u_{2}$ are two arbitrary large solutions of (3.2), then (3.18) yields $\lim _{d(x) \rightarrow 0^{+}} \frac{u_{1}(x)}{u_{2}(x)}=1$. Hence, for any $\varepsilon \in(0,1)$, there exists $\delta=\delta(\varepsilon)>0$ such that

$$
\begin{equation*}
(1-\varepsilon) u_{2}(x) \leq u_{1}(x) \leq(1+\varepsilon) u_{2}(x), \quad \forall x \in \Omega \text { with } 0<d(x) \leq \delta \tag{3.20}
\end{equation*}
$$

Choosing eventually a smaller $\delta>0$, we can assume that

$$
\bar{\Omega}_{0} \subset C_{\delta} \quad \text { where } C_{\delta}:=\{x \in \Omega: d(x)>\delta\} .
$$

It is clear that $u_{1}$ is a positive solution of the boundary value problem

$$
\begin{equation*}
\Delta \phi+a \phi=b(x) f(\phi) \quad \text { in } C_{\delta}, \quad \phi=u_{1} \quad \text { on } \partial C_{\delta} . \tag{3.21}
\end{equation*}
$$

By $\left(A_{1}\right)$ and (3.20), we see that $\phi^{-}=(1-\varepsilon) u_{2}\left(\right.$ resp. $\left.\phi^{+}=(1+\varepsilon) u_{2}\right)$ is a positive subsolution (resp. supersolution) of (3.21). By the sub and supersolutions method, (3.21) has a positive solution $\phi_{1}$ satisfying

$$
\phi^{-} \leq \phi_{1} \leq \phi^{+} \quad \text { in } C_{\delta}
$$

Since $b>0$ on $\bar{C}_{\delta} \backslash \bar{\Omega}_{0}$, we deduce that (3.21) has a unique positive solution, that is, $u_{1} \equiv \phi_{1}$ in $C_{\delta}$. This yields

$$
(1-\varepsilon) u_{2}(x) \leq u_{1}(x) \leq(1+\varepsilon) u_{2}(x) \quad \text { in } C_{\delta},
$$

so that (3.20) holds in $\Omega$. Passing to the limit $\varepsilon \rightarrow 0^{+}$, we conclude that $u_{1} \equiv u_{2}$.
In order to prove (3.18) we state some useful properties about $h$ :
$\left(h_{1}\right) h \in C^{2}(0, v), \lim _{t \rightarrow 0^{+}} h(t)=\infty$ (straightforward from (3.19)).
$\left(h_{2}\right) \lim _{t \rightarrow 0^{+}} \frac{h^{\prime \prime}(t)}{k^{2}(t) f(h(t) \xi)}=\frac{1}{\xi^{\rho+1}} \frac{2+\rho \ell_{1}}{2+\rho}, \forall \xi>0$ (so, $h^{\prime \prime}>0$ on $(0,2 \delta)$, for $\delta>0$ small enough).
$\left(h_{3}\right) \lim _{t \rightarrow 0^{+}} h(t) / h^{\prime \prime}(t)=\lim _{t \rightarrow 0^{+}} h^{\prime}(t) / h^{\prime \prime}(t)=0$.
We check $\left(h_{2}\right)$ for $\xi=1$ only, since $f \in R V_{\rho+1}$. Clearly,

$$
h^{\prime}(t)=-k(t) \sqrt{2 F(h(t))}
$$

and

$$
\begin{equation*}
h^{\prime \prime}(t)=k^{2}(t) f(h(t))\left(1-2 \frac{k^{\prime}(t)\left(\int_{0}^{t} k(s) d s\right)}{k^{2}(t)} \frac{\sqrt{F(h(t))}}{f(h(t)) \int_{h(t)}^{\infty}[F(s)]^{-1 / 2} d s}\right) \tag{3.22}
\end{equation*}
$$

for all $0<t<v$. We see that $\lim _{u \rightarrow \infty} \sqrt{F(u)} / f(u)=0$. Thus, from l'Hospital's rule and Lemma 3.13 we infer that

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{\sqrt{F(u)}}{f(u) \int_{u}^{\infty}[F(s)]^{-1 / 2} d s}=\frac{1}{2}-\gamma=\frac{\rho}{2(\rho+2)} \tag{3.23}
\end{equation*}
$$

Using (3.22) and (3.23) we derive $\left(h_{2}\right)$ and also

$$
\begin{align*}
\lim _{t \rightarrow 0^{+}} \frac{h^{\prime}(t)}{h^{\prime \prime}(t)} & =\frac{-2(2+\rho)}{2+\ell_{1} \rho} \lim _{t \rightarrow 0^{+}} \frac{\int_{0}^{t} k(s) d s}{k(t)} \lim _{u \rightarrow \infty} \frac{\sqrt{F(u)}}{f(u) \int_{u}^{\infty}[F(s)]^{-1 / 2} d s}  \tag{3.24}\\
& =\frac{-\rho \ell_{0}}{2+\ell_{1} \rho}=0 .
\end{align*}
$$

From $\left(h_{1}\right)$ and $\left(h_{2}\right), \lim _{t \rightarrow 0^{+}} h^{\prime}(t)=-\infty$. So, l'Hospital's rule and (3.24) yield $\lim _{t \rightarrow 0^{+}} h(t) / h^{\prime}(t)=0$. This and (3.24) lead to $\lim _{t \rightarrow 0^{+}} h(t) / h^{\prime \prime}(t)=0$ which proves $\left(h_{3}\right)$.

Proof of (3.18). Fix $\varepsilon \in(0, c / 2)$. Since $b \equiv 0$ on $\partial \Omega$ and $(B)$ holds, we take $\delta>0$ so that
(i) $d(x)$ is a $C^{2}$-function on the set $\left\{x \in \mathbb{R}^{N}: d(x)<2 \delta\right\}$;
(ii) $k^{2}$ is increasing on $(0,2 \delta)$;
(iii) $(c-\varepsilon) k^{2}(d(x))<b(x)<(c+\varepsilon) k^{2}(d(x)), \forall x \in \Omega$ with $0<d(x)<2 \delta$;
(iv) $h^{\prime \prime}(t)>0 \forall t \in(0,2 \delta)$ (from $\left(h_{2}\right)$ ).

Let $\sigma \in(0, \delta)$ be arbitrary. We define

$$
\xi^{ \pm}=\left[\frac{2+\ell_{1} \rho}{(c \mp 2 \varepsilon)(2+\rho)}\right]^{1 / \rho} \quad \text { and } v_{\sigma}^{-}(x)=h(d(x)+\sigma) \xi^{-}
$$

for all $x$ with $d(x)+\sigma<2 \delta$ resp. $v_{\sigma}^{+}(x)=h(d(x)-\sigma) \xi^{+}$, for all $x$ with $\sigma<d(x)<$ $2 \delta$.

Using $(i)-(i v)$, when $\sigma<d(x)<2 \delta$ we obtain (since $|\nabla d(x)| \equiv 1$ )

$$
\begin{aligned}
& \Delta v_{\sigma}^{+}+a v_{\sigma}^{+}-b(x) f\left(v_{\sigma}^{+}\right) \\
& \qquad \begin{array}{l}
\leq \xi^{+} h^{\prime \prime}(d(x)-\sigma)\left(\frac{h^{\prime}(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)} \Delta d(x)+a \frac{h(d(x)-\sigma)}{h^{\prime \prime}(d(x)-\sigma)}+1\right. \\
\left.-(c-\varepsilon) \frac{k^{2}(d(x)-\sigma) f\left(h(d(x)-\sigma) \xi^{+}\right)}{h^{\prime \prime}(d(x)-\sigma) \xi^{+}}\right)
\end{array}
\end{aligned}
$$

Similarly, when $d(x)+\sigma<2 \delta$ we find

$$
\begin{aligned}
& \Delta v_{\sigma}^{-}+a v_{\sigma}^{-}-b(x) f\left(v_{\sigma}^{-}\right) \\
& \qquad \xi^{-} h^{\prime \prime}(d(x)+\sigma)\left(\frac{h^{\prime}(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)} \Delta d(x)+a \frac{h(d(x)+\sigma)}{h^{\prime \prime}(d(x)+\sigma)}+1\right. \\
& \left.-(c+\varepsilon) \frac{k^{2}(d(x)+\sigma) f\left(h(d(x)+\sigma) \xi^{-}\right)}{h^{\prime \prime}(d(x)+\sigma) \xi^{-}}\right) .
\end{aligned}
$$

Using $\left(h_{2}\right)$ and $\left(h_{3}\right)$ we see that, by diminishing $\delta$, we can assume

$$
\Delta v_{\sigma}^{+}(x)+a v_{\sigma}^{+}(x)-b(x) f\left(v_{\sigma}^{+}(x)\right) \leq 0 \quad \forall x \text { with } \sigma<d(x)<2 \delta ;
$$

$$
\Delta v_{\sigma}^{-}(x)+a v_{\sigma}^{-}(x)-b(x) f\left(v_{\sigma}^{-}(x)\right) \geq 0 \quad \forall x \text { with } d(x)+\sigma<2 \delta
$$

Let $\Omega_{1}$ and $\Omega_{2}$ be smooth bounded domains such that $\Omega \subset \subset \Omega_{1} \subset \subset \Omega_{2}$ and the first Dirichlet eigenvalue of $(-\Delta)$ in the domain $\Omega_{1} \backslash \bar{\Omega}$ is greater than $a$. Let $p \in C^{0, \mu}\left(\bar{\Omega}_{2}\right)$ satisfy $0<p(x) \leq b(x)$ for $x \in \Omega \backslash C_{2 \delta}, p=0$ on $\bar{\Omega}_{1} \backslash \Omega$ and $p>0$ on $\Omega_{2} \backslash \bar{\Omega}_{1}$. Denote by $w$ a positive large solution of

$$
\Delta w+a w=p(x) f(w) \quad \text { in } \Omega_{2} \backslash \bar{C}_{2 \delta} .
$$

The existence of $w$ is ensured by Theorem 3.1.
Suppose that $u_{a}$ is an arbitrary large solution of (3.2) and let $v:=u_{a}+w$. Then $v$ satisfies

$$
\Delta v+a v-b(x) f(v) \leq 0 \quad \text { in } \Omega \backslash \bar{C}_{2 \delta}
$$

Since $v_{\mid \partial \Omega}=\infty>v_{\sigma \mid \partial \Omega}^{-}$and $v_{\mid \partial C_{2 \delta}}=\infty>v_{\sigma \mid \partial C_{2 \delta}}^{-}$, the maximum principle implies

$$
\begin{equation*}
u_{a}+w \geq v_{\sigma}^{-} \quad \text { on } \Omega \backslash \bar{C}_{2 \delta} \tag{3.25}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
v_{\sigma}^{+}+w \geq u_{a} \quad \text { on } C_{\sigma} \backslash \bar{C}_{2 \delta} . \tag{3.26}
\end{equation*}
$$

Letting $\sigma \rightarrow 0$ in (3.25) and (3.26), we deduce

$$
h(d(x)) \xi^{+}+2 w \geq u_{a}+w \geq h(d(x)) \xi^{-} \quad \text { for all } x \in \Omega \backslash \bar{C}_{2 \delta}
$$

Since $w$ is uniformly bounded on $\partial \Omega$, we have

$$
\xi^{-} \leq \liminf _{d(x) \rightarrow 0} \frac{u_{a}(x)}{h(d(x))} \leq \limsup _{d(x) \rightarrow 0} \frac{u_{a}(x)}{h(d(x))} \leq \xi^{+} .
$$

Letting $\varepsilon \rightarrow 0^{+}$we obtain (3.18). This concludes the proof of Theorem 3.15.
Bandle and Marcus proved in [13] that the blow-up rate of the unique large solution of (3.2) depends on the curvature of the boundary of $\Omega$. Our purpose in what follows is to refine the blow-up rate of $u_{a}$ near $\partial \Omega$ by giving the second term in its expansion near the boundary. This is a more subtle question which represents the goal of more recent literature (see García-Melián, Letelier-Albornoz, and Sabina de Lis [82] and the references therein). The following is very general and, as a novelty, it relies on the Karamata regular variation theory.

Recall that $\mathscr{K}$ denotes the set of all positive increasing $C^{1}$-functions $k$ defined on $(0, v)$, for some $v>0$, which satisfy

$$
\lim _{t \searrow 0}\left[\frac{\int_{0}^{t} k(s) d s}{k(t)}\right]^{(i)}:=\ell_{i}, \quad i=1,2
$$

We also recall that $R V_{q}(q \in \mathbb{R})$ is the set of all positive measurable functions

$$
Z:[A, \infty) \rightarrow \mathbb{R}, A>0, \quad \text { satisfying } \quad \lim _{u \rightarrow \infty} \frac{Z(\xi u)}{Z(u)}=\xi^{q} \text { for all } \xi>0
$$

Define by $N R V_{q}$ the class of functions

$$
f:[B, \infty) \rightarrow \mathbb{R}, B>0, \quad f(u)=C u^{q} \exp \left\{\int_{B}^{u} \frac{\phi(t)}{t} d t\right\}
$$

where $C>0$ is a constant and $\phi \in C[B, \infty)$ satisfies $\lim _{t \rightarrow \infty} \phi(t)=0$. The Karamata representation theorem shows that $N R V_{q} \subset R V_{q}$.

For any $\zeta>0$, set $\mathscr{K}_{0, \zeta}$ the subset of $\mathscr{K}$ with

$$
\ell_{1}=0 \quad \text { and } \quad \lim _{t \searrow 0}\left[\frac{\int_{0}^{t} k(s) d s}{k(t)}\right]^{\prime}:=L_{\star} \in \mathbb{R}
$$

It can be proven that $\mathscr{K}_{0, \zeta} \equiv \mathscr{R}_{0, \zeta}$, where $\mathscr{R}_{0, \zeta}$ is the class of all functions $k$ : $\left[d_{1}, \infty\right) \rightarrow \mathbb{R}, d_{1}>0$ such that

$$
k\left(u^{-1}\right)=d_{0} u[\Lambda(u)]^{-1} \exp \left[-\int_{d_{1}}^{u}(s \Lambda(s))^{-1} d s\right], d_{0}>0,
$$

where $\Lambda \in C^{1}\left[d_{1}, \infty\right)$ is a positive function such that

$$
\lim _{u \rightarrow \infty} \Lambda(u)=\lim _{u \rightarrow \infty} u \Lambda^{\prime}(u)=0 \quad \text { and } \quad \lim _{u \rightarrow \infty} u^{\zeta+1} \Lambda^{\prime}(u)=\ell_{\star} \in \mathbb{R}
$$

Define

$$
\begin{aligned}
& \mathscr{F}_{\rho \eta}=\left\{f \in N R V_{\rho+1}(\rho>0): \phi \in R V_{\eta} \text { or }-\phi \in R V_{\eta}\right\}, \eta \in(-\rho-2,0] ; \\
& \mathscr{F}_{\rho 0, \tau}=\left\{f \in \mathscr{F}_{\rho 0}: \lim _{u \rightarrow \infty}(\ln u)^{\tau} \phi(u)=\ell^{\star} \in \mathbb{R}\right\}, \tau \in(0, \infty) .
\end{aligned}
$$

The following result establishes a precise asymptotic estimate in the neighborhood of the boundary.

Theorem 3.16 Assume that

$$
\begin{equation*}
b(x)=k^{2}(d)\left(1+\tilde{c} d^{\theta}+o\left(d^{\theta}\right)\right) \text { as } d(x) \rightarrow 0 \tag{3.27}
\end{equation*}
$$

where $k \in \mathscr{R}_{0, \zeta}, \theta>0$ and $\tilde{c} \in \mathbb{R}$. Suppose that fulfills $\left(A_{1}\right)$ and one of the following growth conditions at infinity:
(i) $f(u)=C u^{\rho+1}$ in a neighbourhood of infinity;
(ii) $f \in \mathscr{F}_{\rho \eta}$ with $\eta \neq 0$;
(iii) $f \in \mathscr{F}_{\rho 0, \tau_{1}}$ with $\tau_{1}=\bar{\sigma} / \zeta$, where $\bar{\Phi}=\min \{\theta, \zeta\}$.

Then, for any $a \in\left(-\infty, \lambda_{\infty, 1}\right)$, the unique positive solution $u_{a}$ of (3.2) satisfies

$$
\begin{equation*}
u_{a}(x)=\xi_{0} h(d)\left(1+\chi d^{\varpi}+o\left(d^{\varpi}\right)\right) \quad \text { as } d(x) \rightarrow 0, \tag{3.28}
\end{equation*}
$$

where $\xi_{0}=\left[2(2+\rho)^{-1}\right]^{1 / \rho}$ and $h$ is defined by

$$
\int_{h(t)}^{\infty} \frac{d s}{\sqrt{2 F(s)}}=\int_{0}^{t} k(s) d s
$$

for $t>0$ small enough. The expression for $\chi$ is

$$
\chi=\left\{\begin{aligned}
\chi_{1} & \text { if (i) or (ii) holds } \\
\chi_{1}-\frac{\ell^{\star}}{\rho}\left(-\frac{\rho \ell_{\star}}{2}\right)^{\tau_{1}}\left[\frac{1}{\rho+2}+\ln \xi_{0}\right] & \text { if } f \text { obeys (iii) }
\end{aligned}\right.
$$

where

$$
\chi_{1}:=-\frac{(1+\zeta) \ell_{\star}}{2 \zeta} \text { Heaviside }(\theta-\zeta)-\frac{\tilde{c}}{\rho} \text { Heaviside }(\zeta-\theta) .
$$

Proof. We first state two auxiliary results. Their proofs are straightforward and we shall omit them.

Lemma 3.17 Assume (3.27) and $f \in N R V_{\rho+1}$ satisfies $\left(A_{1}\right)$. Then $h$ has the following properties:
(i) $h \in C^{2}(0, v), \lim _{t \searrow 0} h(t)=\infty$ and $\lim _{t \backslash 0} h^{\prime}(t)=-\infty$;
(ii) $\lim _{t \searrow 0} h^{\prime \prime}(t) /\left[k^{2}(t) f(h(t) \xi)\right]=\left(2+\rho \ell_{1}\right) /\left[\xi^{\rho+1}(2+\rho)\right], \forall \xi>0$;
(iii) $\lim _{t \searrow 0} h(t) / h^{\prime \prime}(t)=\lim _{t \searrow 0} h^{\prime}(t) / h^{\prime \prime}(t)=\lim _{t \searrow 0} h(t) / h^{\prime}(t)=0$;
(iv) $\lim _{t \searrow 0} h^{\prime}(t) /\left[t h^{\prime \prime}(t)\right]=-\rho \ell_{1} /\left(2+\rho \ell_{1}\right)$ and
$\lim _{t \searrow 0} h(t) /\left[t^{2} h^{\prime \prime}(t)\right]=\rho^{2} \ell_{1}^{2} /\left[2\left(2+\rho \ell_{1}\right)\right] ;$
(v) $\lim _{t \searrow 0} h(t) /\left[t h^{\prime}(t)\right]=\lim _{t \searrow 0}[\ln t] /[\ln h(t)]=-\rho \ell_{1} / 2$;
(vi) If $\ell_{1}=0$, then $\lim _{t \searrow 0} t^{j} h(t)=\infty$, for all $j>0$;
(vii) $\lim _{t \searrow 0} 1 /\left[t^{\zeta} \ln h(t)\right]=-\rho \ell_{\star} / 2$ and
$\lim _{t \searrow 0} h^{\prime}(t) /\left[t^{\zeta+1} h^{\prime \prime}(t)\right]=\rho \ell_{\star} /(2 \zeta), \forall k \in \mathscr{R}_{0, \zeta}$.

Let $\tau>0$ be arbitrary. For any $u>0$, define

$$
T_{1, \tau}(u)=\{\rho /[2(\rho+2)]-\Xi(u)\}(\ln u)^{\tau}
$$

and

$$
T_{2, \tau}(u)=\left\{f\left(\xi_{0} u\right) /\left[\xi_{0} f(u)\right]-\xi_{0}^{\rho}\right\}(\ln u)^{\tau} .
$$

Note that if $f(u)=C u^{\rho+1}$, for $u$ in a neighborhood $V_{\infty}$ of infinity, then $T_{1, \tau}(u)=$ $T_{2, \tau}(u)=0$ for each $u \in V_{\infty}$.

Lemma 3.18 Assume $\left(A_{1}\right)$ and $f \in \mathscr{F} \rho \eta$. The following hold:
(i) If $f \in \mathscr{F}_{\rho 0, \tau}$, then

$$
\lim _{u \rightarrow \infty} T_{1, \tau}(u)=-\frac{\ell^{\star}}{(\rho+2)^{2}} \quad \text { and } \quad \lim _{u \rightarrow \infty} T_{2, \tau}(u)=\xi_{0}^{\rho} \ell^{\star} \ln \xi_{0} .
$$

(ii) If $f \in \mathscr{F} \rho \eta$ with $\eta \neq 0$, then

$$
\lim _{u \rightarrow \infty} T_{1, \tau}(u)=\lim _{u \rightarrow \infty} T_{2, \tau}(u)=0 .
$$

Fix $\varepsilon \in(0,1 / 2)$. We can find $\delta>0$ such that $d(x)$ is of class $C^{2}$ on $\left\{x \in \mathbb{R}^{N}\right.$ : $d(x)<\delta\}, k$ is nondecreasing on $(0, \delta)$, and $h^{\prime}(t)<0<h^{\prime \prime}(t)$ for all $t \in(0, \delta)$. A straightforward computation shows that

$$
\lim _{t \searrow 0} \frac{t^{1-\theta} k^{\prime}(t)}{k(t)}=\infty, \quad \text { for every } \theta>0
$$

Using now (3.27), it follows that we can diminish $\delta>0$ such that

$$
(0, \delta) \ni t \longmapsto k^{2}(t)\left[1+(\tilde{c}-\varepsilon) t^{\theta}\right] \quad \text { is increasing }
$$

and

$$
\begin{equation*}
1+(\tilde{c}-\varepsilon) d^{\theta}<b(x) / k^{2}(d)<1+(\tilde{c}+\varepsilon) d^{\theta} \tag{3.29}
\end{equation*}
$$

for all $x \in \Omega$ with $d=d(x) \in(0, \delta)$. We define $u^{ \pm}(x)=\xi_{0} h(d)\left(1+\chi_{\varepsilon}^{ \pm} d^{\Phi}\right)$, with $d \in(0, \delta)$, where $\chi_{\varepsilon}^{ \pm}=\chi \pm \varepsilon[1+$ Heaviside $(\zeta-\theta)] / \rho$. Take $\delta>0$ small enough such that $u^{ \pm}(x)>0$, for each $x \in \Omega$ with $d \in(0, \delta)$. By the Lagrange mean value theorem, we obtain

$$
f\left(u^{ \pm}(x)\right)=f\left(\xi_{0} h(d)\right)+\xi_{0} \chi_{\varepsilon}^{ \pm} d^{\varpi} h(d) f^{\prime}\left(r^{ \pm}(d)\right)
$$

where

$$
r^{ \pm}(d)=\xi_{0} h(d)\left(1+\lambda^{ \pm}(d) \chi_{\varepsilon}^{ \pm} d^{\Phi}\right), \quad \text { for some } \lambda^{ \pm}(d) \in[0,1] .
$$

We claim that

$$
\begin{equation*}
\lim _{d \searrow 0} f\left(\Upsilon^{ \pm}(d)\right) / f\left(\xi_{0} h(d)\right)=1 \tag{3.30}
\end{equation*}
$$

Fix $\sigma \in(0,1)$ and $M>0$ such that $\left|\chi_{\varepsilon}^{ \pm}\right|<M$. Choose $\mu^{\star}>0$ so that $\mid(1 \pm M t)^{\rho+1}-$ $1 \mid<\sigma / 2$, for all $t \in\left(0,2 \mu^{\star}\right)$. Let $\mu_{\star} \in\left(0,\left(\mu^{\star}\right)^{1 / \sigma}\right)$ be such that, for every $x \in \Omega$ with $d \in\left(0, \mu_{\star}\right)$

$$
\left|f\left(\xi_{0} h(d)\left(1 \pm M \mu^{\star}\right)\right) / f\left(\xi_{0} h(d)\right)-\left(1 \pm M \mu^{\star}\right)^{\rho+1}\right|<\sigma / 2
$$

Hence,

$$
\begin{aligned}
1-\sigma & <\left(1-M \mu^{\star}\right)^{\rho+1}-\frac{\sigma}{2} \\
& <\frac{f\left(\Upsilon^{ \pm}(d)\right)}{f\left(\xi_{0} h(d)\right)} \\
& <\left(1+M \mu^{\star}\right)^{\rho+1}+\frac{\sigma}{2} \\
& <1+\sigma,
\end{aligned}
$$

for every $x \in \Omega$ with $d \in\left(0, \mu_{\star}\right)$. This proves (3.30).
Step 1: There exists $\delta_{1} \in(0, \delta)$ so that

$$
\Delta u^{+}+a u^{+}-k^{2}(d)\left[1+(\tilde{c}-\varepsilon) d^{\theta}\right] f\left(u^{+}\right) \leq 0 \quad \text { for all } x \in \Omega \text { with } d \in\left(0, \delta_{1}\right)
$$

and

$$
\Delta u^{-}+a u^{-}-k^{2}(d)\left[1+(\tilde{c}+\varepsilon) d^{\theta}\right] f\left(u^{-}\right) \geq 0 \quad \text { for all } x \in \Omega \text { with } d \in\left(0, \delta_{1}\right) .
$$

Indeed, for every $x \in \Omega$ with $d \in(0, \delta)$, we have

$$
\begin{aligned}
& \Delta u^{ \pm}+a u^{ \pm}-k^{2}(d)\left[1+(\tilde{c} \mp \varepsilon) d^{\theta}\right] f\left(u^{ \pm}\right) \\
&=\xi_{0} d^{\varpi} h^{\prime \prime}(d)\left[a \chi_{\varepsilon}^{ \pm} \frac{h(d)}{h^{\prime \prime}(d)}+\chi_{\varepsilon}^{ \pm} \Delta d \frac{h^{\prime}(d)}{h^{\prime \prime}(d)}+2 \varpi \chi_{\varepsilon}^{ \pm} \frac{h^{\prime}(d)}{d h^{\prime \prime}(d)}+\varpi \chi_{\varepsilon}^{ \pm} \Delta d \frac{h(d)}{d h^{\prime \prime}(d)}\right. \\
&\left.+\varpi(\bar{\varpi}-1) \chi_{\varepsilon}^{ \pm} \frac{h(d)}{d^{2} h^{\prime \prime}(d)}+\Delta d \frac{h^{\prime}(d)}{d^{\sigma} h^{\prime \prime}(d)}+\frac{a h(d)}{d^{\sigma} h^{\prime \prime}(d)}+\sum_{j=1}^{4} \mathscr{S}_{j}^{ \pm}(d)\right]
\end{aligned}
$$

where, for any $t \in(0, \delta)$, we denote

$$
\begin{aligned}
& \mathscr{S}_{1}^{ \pm}(t)=(-\tilde{c} \pm \varepsilon) t^{\theta-\bar{\sigma}} k^{2}(t) \frac{f\left(\xi_{0} h(t)\right)}{\xi_{0} h^{\prime \prime}(t)} \\
& \mathscr{S}_{2}^{ \pm}(t)=\chi_{\varepsilon}^{ \pm}\left(1-k^{2}(t) h(t) \frac{f^{\prime}\left(r^{ \pm}(t)\right)}{h^{\prime \prime}(t)}\right) \\
& \mathscr{S}_{3}^{ \pm}(t)=(-\tilde{c} \pm \varepsilon) \chi_{\varepsilon}^{ \pm} t^{\theta} k^{2}(t) h(t) \frac{f^{\prime}\left(r^{ \pm}(t)\right.}{h^{\prime \prime}(t)} \\
& \mathscr{S}_{4}^{ \pm}(t)=t^{-\bar{\sigma}}\left(1-k^{2}(t) \frac{f\left(\xi_{0} h(t)\right)}{\xi_{0} h^{\prime \prime}(t)}\right)
\end{aligned}
$$

By Lemma 3.17 (ii), we find

$$
\lim _{t \searrow 0} k^{2}(t) \frac{f\left(\xi_{0} h(t)\right)}{\xi_{0} h^{\prime \prime}(t)}=1
$$

which yields

$$
\lim _{t \searrow 0} \mathscr{S}_{1}^{ \pm}(t)=(-\tilde{c} \pm \varepsilon) \text { Heaviside }(\zeta-\theta)
$$

Using (3.30), we next obtain

$$
\lim _{t \searrow 0} k^{2}(t) h(t) \frac{f^{\prime}\left(r^{ \pm}(t)\right)}{h^{\prime \prime}(t)}=\rho+1
$$

Hence, $\lim _{t \backslash 0} \mathscr{S}_{2}^{ \pm}(t)=-\rho \chi_{\varepsilon}^{ \pm}$and $\lim _{t \backslash 0} \mathscr{S}_{3}^{ \pm}(t)=0$. Using the expression of $h^{\prime \prime}$, we derive

$$
\mathscr{S}_{4}^{ \pm}(t)=\frac{k^{2}(t) f(h(t))}{h^{\prime \prime}(t)} \sum_{i=1}^{3} \mathscr{S}_{4, i}(t) \quad \text { for all } t \in(0, \delta),
$$

where

$$
\begin{aligned}
& \mathscr{S}_{4,1}(t)=2 \frac{\Xi(h(t))}{t^{\bar{\sigma}}}\left[\frac{\int_{0}^{t} k(s) d s}{k(t)}\right]^{\prime} \\
& \mathscr{S}_{4,2}(t)=2 \frac{T_{1, \tau_{1}}(h(t))}{\left[t^{\zeta} \ln h(t)\right]^{\tau_{1}}} \\
& \mathscr{S}_{4,3}(t)=-\frac{T_{2, \tau_{1}}(h(t))}{\left[t^{\zeta} \ln h(t)\right]^{\tau_{1}}}
\end{aligned}
$$

Since $\mathscr{R}_{0, \zeta} \equiv \mathscr{K}_{0, \zeta}$, we find

$$
\lim _{t \searrow 0} \mathscr{S}_{4,1}(t)=-\frac{(1+\zeta) \rho \ell_{\star}}{\zeta(\rho+2)} \text { Heaviside }(\theta-\zeta)
$$

Cases (i), (ii). By Lemma 3.17 (vii) and Lemma 3.18 (ii), we find

$$
\lim _{t \searrow 0} S_{4,2}(t)=\lim _{t \searrow 0} S_{4,3}(t)=0 .
$$

In view of Lemma 3.17 (ii), we derive that

$$
\lim _{t \searrow 0} S_{4}^{ \pm}(t)=-\frac{(1+\zeta) \rho \ell_{\star}}{2 \zeta} \text { Heaviside }(\theta-\zeta)
$$

Case (iii). By Lemma 3.17 (vii) and Lemma 3.18 (i) we find

$$
\lim _{t \searrow 0} S_{4,2}(t)=-\frac{2 \ell^{\star}}{(\rho+2)^{2}}\left(-\frac{\rho \ell_{\star}}{2}\right)^{\tau_{1}} \text { and } \lim _{t \searrow 0} S_{4,3}(t)=-\frac{2 \ell^{\star}}{\rho+2}\left(-\frac{\rho \ell_{\star}}{2}\right)^{\tau_{1}} \ln \xi_{0} .
$$

Using Lemma 3.17 (ii) once more, we arrive at

$$
\lim _{t \searrow 0} S_{4}^{ \pm}(t)=-\frac{(1+\zeta) \rho \ell_{\star}}{2 \zeta} \text { Heaviside }(\theta-\zeta)-\ell^{\star}\left(-\frac{\rho \ell_{\star}}{2}\right)^{\tau_{1}}\left[\frac{1}{\rho+2}+\ln \xi_{0}\right]
$$

Note that in each of the cases (i)-(iii), the definition of $\chi_{\varepsilon}^{ \pm}$yields

$$
\lim _{t \searrow 0} \sum_{j=1}^{4} \mathscr{S}_{j}^{+}(t)=-\varepsilon<0 \quad \text { and } \quad \lim _{t \searrow 0} \sum_{j=1}^{4} \mathscr{S}_{j}^{-}(t)=\varepsilon>0
$$

By Lemma 3.17 (vii), we have

$$
\lim _{t \searrow 0} \frac{h^{\prime}(t)}{t^{\bar{\sigma}} h^{\prime \prime}(t)}=0 .
$$

But

$$
\lim _{t \searrow 0} \frac{h(t)}{h^{\prime}(t)}=0, \quad \text { so } \quad \lim _{t \searrow 0} \frac{h(t)}{t^{\sigma} h^{\prime \prime}(t)}=0 .
$$

Thus, using Lemma 3.17 [(iii), (iv)], relation (3.31) concludes our Step 1.
Step 2: There exists $M^{+}, \delta^{+}>0$ such that

$$
u_{a}(x) \leq u^{+}(x)+M^{+} \quad \text { for all } x \in \Omega \text { with } 0<d<\delta^{+}
$$

Define

$$
(0, \infty) \ni u \longmapsto \Psi_{x}(u)=a u-b(x) f(u), \quad \text { for all } x \in \Omega \text { with } d \in\left(0, \delta_{1}\right) .
$$

Clearly, $\Psi_{x}(u)$ is decreasing when $a \leq 0$. Suppose $a \in\left(0, \lambda_{\infty, 1}\right)$. Obviously,

$$
(0, \infty) \ni t \longmapsto \frac{f(t)}{t} \in\left(f^{\prime}(0), \infty\right) \quad \text { is bijective. }
$$

Let $\delta_{2} \in\left(0, \delta_{1}\right)$ be such that $b(x)<1, \forall x$ with $d \in\left(0, \delta_{2}\right)$. Let $u_{x}$ define the unique positive solution of $b(x) f(u) / u=a+f^{\prime}(0), \forall x$ with $d \in\left(0, \delta_{2}\right)$. Hence, for any $x$ with $d \in\left(0, \delta_{2}\right), u \rightarrow \Psi_{x}(u)$ is decreasing on $\left(u_{x}, \infty\right)$. But

$$
\lim _{d(x) \searrow 0} b(x) \frac{f\left(u^{+}(x)\right)}{u^{+}(x)}=+\infty
$$

which follows by using $\lim _{d(x) \backslash 0} u^{+}(x) / h(d)=\xi_{0},\left(A_{1}\right)$ and Lemma 3.17 [(ii) and (iii)]. So, for $\delta_{2}$ small enough, $u^{+}(x)>u_{x}, \forall x$ with $d \in\left(0, \delta_{2}\right)$.

Fix $\sigma \in\left(0, \delta_{2} / 4\right)$ and set $\mathscr{N}_{\sigma}:=\left\{x \in \Omega: \sigma<d(x)<\delta_{2} / 2\right\}$. We define

$$
u_{\sigma}^{*}(x)=u^{+}(d-\sigma, s)+M^{+}
$$

where $(d, s)$ are the local coordinates of $x \in \mathscr{N}_{\sigma}$. We choose $M^{+}>0$ large enough to have

$$
u_{\sigma}^{*}\left(\delta_{2} / 2, s\right) \geq u_{a}\left(\delta_{2} / 2, s\right) \quad \text { for all }(\sigma, s) \in\left(0, \delta_{2} / 4\right) \times \partial \Omega
$$

Using (3.29) and Step 1, we find

$$
\begin{aligned}
-\Delta u_{\sigma}^{*}(x) & \geq a u^{+}(d-\sigma, s)-\left[1+(\tilde{c}-\varepsilon)(d-\sigma)^{\theta}\right] k^{2}(d-\sigma) f\left(u^{+}(d-\sigma, s)\right) \\
& \geq a u^{+}(d-\sigma, s)-\left[1+(\tilde{c}-\varepsilon) d^{\theta}\right] k^{2}(d) f\left(u^{+}(d-\sigma, s)\right) \\
& \geq \Psi_{x}\left(u^{+}(d-\sigma, s)\right) \\
& \geq \Psi_{x}\left(u_{\sigma}^{*}\right)=a u_{\sigma}^{*}(x)-b(x) f\left(u_{\sigma}^{*}(x)\right) \quad \text { in } \mathscr{N}_{\sigma} .
\end{aligned}
$$

Thus, by the maximum principle, $u_{a} \leq u_{\sigma}^{*}$ in $\mathscr{N}_{\sigma}, \forall \sigma \in\left(0, \delta_{2} / 4\right)$. Letting $\sigma \rightarrow 0$, we have proved Step 2.

Step 3: There exists $M^{-}, \delta^{-}>0$ such that $u_{a}(x) \geq u^{-}(x)-M^{-}$, for all $x \in \Omega$ with $0<d<\delta^{-}$.

For every $r \in(0, \delta)$, define $\Omega_{r}=\{x \in \Omega: 0<d(x)<r\}$. We will prove that for $\lambda>0$ sufficiently small, $\lambda u^{-}(x) \leq u_{a}(x), \forall x \in \Omega_{\delta_{2} / 4}$. Indeed, fix arbitrarily $\sigma \in\left(0, \delta_{2} / 4\right)$. Define

$$
v_{\sigma}^{*}(x)=\lambda u^{-}(d+\sigma, s) \quad \text { for } x=(d, s) \in \Omega_{\delta_{2} / 2}
$$

We choose $\lambda \in(0,1)$ small enough such that

$$
v_{\sigma}^{*}\left(\delta_{2} / 4, s\right) \leq u_{a}\left(\delta_{2} / 4, s\right) \quad \text { for all }(\sigma, s) \in\left(0, \delta_{2} / 4\right) \times \partial \Omega
$$

Using (3.29), Step 1 and $\left(A_{1}\right)$, we find

$$
\begin{aligned}
\Delta v_{\sigma}^{*}(x)+a v_{\sigma}^{*}(x) & \geq \lambda k^{2}(d+\sigma)\left[1+(\tilde{c}+\varepsilon)(d+\sigma)^{\theta}\right] f\left(u^{-}(d+\sigma, s)\right) \\
& \geq k^{2}(d)\left[1+(\tilde{c}+\varepsilon) d^{\theta}\right] f\left(\lambda u^{-}(d+\sigma, s)\right) \geq b f\left(v_{\sigma}^{*}\right)
\end{aligned}
$$

for all $x=(d, s) \in \Omega_{\delta_{2} / 4}$, that is $v_{\sigma}^{*}$ is a subsolution of $\Delta u+a u=b(x) f(u)$ in $\Omega_{\delta_{2} / 4}$. By the maximum principle, we conclude that $v_{\sigma}^{*} \leq u_{a}$ in $\Omega_{\delta_{2} / 4}$. Letting $\sigma \rightarrow 0$, we find $\lambda u^{-}(x) \leq u_{a}(x), \forall x \in \Omega_{\delta_{2} / 4}$.

Since $\lim _{d \searrow 0} u^{-}(x) / h(d)=\xi_{0}$, by using $\left(A_{1}\right)$ and Lemma 3.17 [(ii), (iii)], we can easily obtain

$$
\lim _{d \searrow 0} k^{2}(d) \frac{f\left(\lambda^{2} u^{-}(x)\right)}{u^{-}(x)}=\infty .
$$

So, there exists $\tilde{\delta} \in\left(0, \delta_{2} / 4\right)$ such that

$$
\begin{equation*}
k^{2}(d)\left[1+(\tilde{c}+\varepsilon) d^{\theta}\right] f\left(\lambda^{2} u^{-}\right) / u^{-} \geq \lambda^{2}|a|, \quad \forall x \in \Omega \text { with } 0<d \leq \tilde{\delta} \tag{3.31}
\end{equation*}
$$

By Lemma 3.17 [(i) and (v)], we deduce that $u^{-}(x)$ decreases with $d$ when $d \in(0, \tilde{\delta})$ (if necessary, $\tilde{\delta}>0$ is diminished). Choose $\delta_{*} \in(0, \tilde{\delta})$, close enough to $\tilde{\delta}$, such that

$$
\begin{equation*}
h\left(\delta_{*}\right)\left(1+\chi_{\varepsilon}^{-} \delta_{*}^{\bar{\sigma}}\right) /\left[h(\tilde{\delta})\left(1+\chi_{\varepsilon}^{-} \tilde{\delta}^{\bar{\sigma}}\right)\right]<1+\lambda \tag{3.32}
\end{equation*}
$$

For each $\sigma \in\left(0, \tilde{\delta}-\delta_{*}\right)$, we define $z_{\sigma}(x)=u^{-}(d+\sigma, s)-(1-\lambda) u^{-}\left(\delta_{*}, s\right)$. We prove that $z_{\sigma}$ is a subsolution of $\Delta u+a u=b(x) f(u)$ in $\Omega_{\delta_{*}}$. Using (3.32), we have

$$
z_{\sigma}(x) \geq u^{-}(\tilde{\delta}, s)-(1-\lambda) u^{-}\left(\delta_{*}, s\right)>0 \quad \text { for all } x=(d, s) \in \Omega_{\delta_{*}}
$$

By (3.29) and Step $1, z_{\sigma}$ is a subsolution of $\Delta u+a u=b(x) f(u)$ in $\Omega_{\delta_{*}}$ if
$k^{2}(d+\sigma)\left[1+(\tilde{c}+\varepsilon)(d+\sigma)^{\theta}\right]\left[f\left(u^{-}(d+\sigma, s)\right)-f\left(z_{\sigma}(d, s)\right)\right] \geq a(1-\lambda) u^{-}\left(\delta_{*}, s\right)$,
for all $(d, s) \in \Omega_{\delta_{*}}$. Applying the Lagrange mean value theorem and $\left(A_{1}\right)$, we infer that (3.33) is a consequence of

$$
k^{2}(d+\sigma)\left[1+(\tilde{c}+\varepsilon)(d+\sigma)^{\theta}\right] \frac{f\left(z_{\sigma}(d, s)\right)}{z_{\sigma}(d, s)} \geq|a|, \quad \text { for all }(d, s) \in \Omega_{\delta_{*}} .
$$

This inequality holds by virtue of (3.31), (3.32) and the decreasing character of $u^{-}$ with $d$.

On the other hand,

$$
z_{\sigma}\left(\delta_{*}, s\right) \leq \lambda u^{-}\left(\delta_{*}, s\right) \leq u_{a}(x) \quad \text { for all } x=\left(\delta_{*}, s\right) \in \Omega
$$

Clearly,

$$
\limsup _{d \rightarrow 0}\left(z_{\sigma}-u_{a}\right)(x)=-\infty
$$

and $b>0$ in $\Omega_{\delta_{*}}$. Thus, by the maximum principle,

$$
z_{\sigma} \leq u_{a} \quad \text { in } \Omega_{\delta_{*}}, \text { for all } \sigma \in\left(0, \tilde{\delta}-\delta_{*}\right)
$$

Letting $\sigma \rightarrow 0$, we conclude the assertion of Step 3.
By Steps 2 and 3 we have

$$
\chi_{\varepsilon}^{+} \geq\left\{-1+\frac{u_{a}(x)}{\xi_{0} h(d)}\right\} d^{-\varpi}-\frac{M^{+}}{\xi_{0} d^{\varpi} h(d)} \quad \text { if } x \in \Omega, d=d(x) \in\left(0, \delta^{+}\right)
$$

and

$$
\chi_{\varepsilon}^{-} \leq\left\{-1+\frac{u_{a}(x)}{\xi_{0} h(d)}\right\} d^{-\varpi}+\frac{M^{-}}{\xi_{0} d^{\sigma} h(d)} \quad \text { if } x \in \Omega, d=d(x) \in\left(0, \delta^{-}\right)
$$

Passing to the limit as $d \rightarrow 0$ and using Lemma 3.17 (vi), we obtain

$$
\chi_{\varepsilon}^{-} \leq \liminf _{d \rightarrow 0}\left\{-1+\frac{u_{a}(x)}{\xi_{0} h(d)}\right\} d^{-\bar{\varpi}}
$$

and

$$
\limsup _{d \rightarrow 0}\left\{-1+\frac{u_{a}(x)}{\xi_{0} h(d)}\right\} d^{-\bar{\omega}} \leq \chi_{\varepsilon}^{+}
$$

Letting $\varepsilon \rightarrow 0$, we conclude our proof.

### 3.2 Keller-Osserman Condition Revisited

In this section we are concerned with the existence, uniqueness, and numerical approximation of boundary blow-up solutions for elliptic PDEs as $\Delta u=f(u)$, where $f$ satisfies a Keller-Osserman type condition. We characterize existence of such solutions for nonmonotone $f$. As an example, we construct an infinite family of boundary blow-up solutions for the equation $\Delta u=u^{2}(1+\cos u)$ on a ball. We prove uniqueness (on balls) when $f$ is increasing and convex in a neighborhood of infinity and we discuss and perform some numerical computations to approximate such boundary blow-up solutions. Our approach relies on the methods developed in [65].

### 3.2.1 Setting of the Problem

Let $f$ be a nonnegative function defined on $[0,+\infty)$ such that $f(0)=0$. We assume, for the sake of simplicity that $f$ is a $C^{1}$ function. Considering $\Omega$ a smooth bounded domain of $\mathbb{R}^{D}, D \geq 1$, we seek $u>0$ a smooth function such that

$$
\left\{\begin{array}{rc}
\Delta u=f(u) & \text { in } \Omega,  \tag{3.34}\\
u=+\infty & \text { on } \partial \Omega,
\end{array}\right.
$$

where the boundary condition is to be understood as :

$$
\lim _{x \rightarrow x_{0}} u(x)=+\infty \quad \forall x_{0} \in \partial \Omega
$$

To prove existence of such a boundary blow-up solution, it is classically assumed that $f$ is a nondecreasing function with suitable growth rate at infinity, as demonstrated independently by Keller [115] and Osserman [155].

In this chapter we study existence, asymptotic behavior, uniqueness and numerical approximation of solutions of (3.34), when $f$ may exhibit nonmonotone behavior.

### 3.2.1.1 Existence Results

Existence of solutions of (3.34) is closely related to the following growth conditions : for $s \in[0,+\infty)$, let $F(s)=\int_{0}^{s} f(t) d t$ and define $\Phi:(0,+\infty) \rightarrow(0,+\infty]$ by

$$
\Phi(\alpha)=\frac{1}{\sqrt{2}} \int_{\alpha}^{\infty} \frac{d s}{\sqrt{F(s)-F(\alpha)}}
$$

where we let by convention $\Phi(\alpha)=+\infty$, whenever the integral is divergent or $F(s)=F(\alpha)$ on a set of positive measure.

Definition 3.19 We say that $f$ satisfies the Keller-Osserman condition whenever

$$
\begin{equation*}
\exists \alpha>0 \quad \Phi(\alpha)<\infty . \tag{3.35}
\end{equation*}
$$

We say that $f$ satisfies the Sharpened Keller-Osserman condition whenever

$$
\begin{equation*}
\liminf _{\alpha \rightarrow \infty} \Phi(\alpha)=0 \tag{3.36}
\end{equation*}
$$

Clearly, the Sharpened Keller-Osserman condition implies the classical one. It turns out that both conditions are equivalent:

Proposition 3.20 Assume (3.35) holds for some $\alpha>0$. Then (3.36) holds.
We point out that in general, $\lim _{\alpha \rightarrow \infty} \Phi(\alpha)$ may not exist: in the special case $f(u)=$ $u^{2}(1+\cos u), \lim \sup _{\alpha \rightarrow \infty} \Phi(\alpha)=+\infty$. However, (3.36) still holds.
Proof of Proposition 3.20. Assume that $f$ satisfies the Keller-Osserman condition. Up to translation, we may always assume that

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{d t}{\sqrt{F(t)}}<+\infty \tag{3.37}
\end{equation*}
$$

Consider the change of variable $u=F(t)$. Then, letting $g(u)=\left(F^{-1}\right)^{\prime}(u),(3.37)$ reads also

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{g(u)}{\sqrt{u}} d u<+\infty \tag{3.38}
\end{equation*}
$$

whereas (3.36) can be rewritten as

$$
\begin{equation*}
\liminf _{\beta \rightarrow+\infty} \int_{\beta}^{+\infty} \frac{g(u)}{\sqrt{u-\beta}} d u=0 \tag{3.39}
\end{equation*}
$$

First step: we claim that

$$
\begin{equation*}
\limsup _{\beta \rightarrow+\infty} \int_{2 \beta}^{+\infty} \frac{g(u)}{\sqrt{u-\beta}} d u=0 \tag{3.40}
\end{equation*}
$$

Observe that $u \leq 2(u-\beta)$ and then

$$
\int_{2 \beta}^{+\infty} \frac{g(u)}{\sqrt{u-\beta}} d u \leq \sqrt{2} \int_{2 \beta}^{+\infty} \frac{g(u)}{\sqrt{u}} d u
$$

Second step: it remains to prove that

$$
\begin{equation*}
\liminf _{\beta \rightarrow+\infty} \int_{\beta}^{2 \beta} \frac{g(u)}{\sqrt{u-\beta}} d u=0 \tag{3.41}
\end{equation*}
$$

We argue by contradiction. Let us observe that

$$
\int_{\beta}^{2 \beta} \frac{g(u)}{\sqrt{u-\beta}} d u=\frac{1}{2} \int_{0}^{\sqrt{\beta}} g\left(u^{2}+\beta\right) d u
$$

Let us assume that there exists $C>0$ such that for any $\beta$

$$
\begin{equation*}
0<C \leq \int_{0}^{\beta} g\left(u^{2}+\beta^{2}\right) d u \tag{3.42}
\end{equation*}
$$

Integrate this for $\beta$ between 0 and $R$

$$
\begin{equation*}
0<C R \leq \int_{0}^{R} \int_{0}^{R} g\left(u^{2}+\beta^{2}\right) \chi_{u \leq \beta} d u d \beta \tag{3.43}
\end{equation*}
$$

The right-hand side of this inequality is bounded by an integral on a half disc of radius $R$. By symmetry and using polar coordinates

$$
\begin{equation*}
0<C R \leq \pi \int_{0}^{R} g\left(r^{2}\right) r d r=\frac{\pi}{2} \int_{0}^{R^{2}} g(s) d s \tag{3.44}
\end{equation*}
$$

Remember that $g$ is the derivative of $F^{-1}$. Thus,

$$
\begin{equation*}
0<C R \leq \frac{\pi}{2} F^{-1}\left(R^{2}\right) \tag{3.45}
\end{equation*}
$$

Setting $\xi=F^{-1}\left(R^{2}\right)$ this leads to $F(\xi) \leq C \xi^{2}$. This contradicts the KellerOsserman condition (3.35).

Next, we consider the special case $f(u)=u^{2}(1+\cos u)$.
Proposition 3.21 Let $f(u)=u^{2}(1+\cos u)$. Then,

$$
\begin{aligned}
& \limsup _{\alpha \rightarrow \infty} \\
&(\alpha)=\infty \\
& \liminf _{\alpha \rightarrow \infty} \\
&(\alpha)=0
\end{aligned}
$$

Proof. Set $\alpha=(2 k+1) \pi$. For $t$ close to $\alpha, F(t)-F(\alpha) \sim \alpha^{2}(t-\alpha)^{2}$. Therefore $\Phi(\alpha)=+\infty$. In particular, limsup $\operatorname{sum}_{\alpha \rightarrow \infty} \Phi(\alpha)=\infty$.

With these definitions in mind, our main results concerning existence read as follows.

Theorem 3.22 The following statements are equivalent.

- $f$ satisfies the Keller-Osserman condition (3.35).
- $f$ satisfies the Sharpened Keller-Osserman condition (3.36).
- There exists a ball $\Omega=B_{R}$ such that (3.34) admits (at least) a positive boundary blow-up.
- Given any (smooth bounded) domain $\Omega$, (3.34) admits (at least) a positive boundary blow-up solution.

Theorem 3.22 is a straightforward consequence of Proposition 3.20 and the following two theorems.

Theorem $3.23 f$ satisfies the Keller-Osserman condition if and only if (3.34) admits (at least) a positive boundary blow-up solution on some ball.

Theorem $3.24 f$ satisfies the Sharpened Keller-Osserman condition if and only if (3.34) admits (at least) a positive boundary blow-up solution on any (smooth bounded) domain $\Omega$.

In particular, Theorem 3.24 implies existence of boundary blow-up solutions for functions such as $f(u)=u^{2}(1+\cos u)$.

### 3.2.1.2 Asymptotic Behavior

The blow-up rate of solutions of (3.34) is determined implicitly by the following theorem.

Theorem 3.25 Assume $\Omega$ satisfies uniform interior and exterior sphere conditions on its boundary. Assume (3.36) holds and let $u$ denote any positive solution of (3.34). Then,

$$
\lim _{x \rightarrow x_{0}} \frac{\int_{u(x)}^{\infty} \frac{d t}{\sqrt{2 F(t)}}}{\delta(x)}=1
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Omega)$.

### 3.2.1.3 Uniqueness Results

In view of the maximum principle, it seems natural to only assume that $f$ is nondecreasing in order to obtain uniqueness. To the best of our knowledge, no proof (or counter-example) of such a statement has been given yet. Extra requirements such as the convexity of $f$ or the monotony of $f(u) / u$ are needed in the proofs found in the literature (see e.g. [143]). When the domain is a ball, we relax such assumptions as follows:

Theorem 3.26 Assume that $f$ is nondecreasing and that $f$ is convex in a neighborhood of $+\infty$. Assume also that $f$ satisfies the Keller-Osserman condition (3.35). Then on any ball $B(0, R)$ there exists a unique boundary blow-up solution of (3.34).

Remark 4 The same result also holds if $f$ is nondecreasing, $f(u) / u$ is nondecreasing in a neighbourhood of $+\infty$ and (3.35) holds.

In dimension $D=1$, a necessary and sufficient condition for uniqueness can be derived. Namely, we have the following

Proposition 3.27 Assume that $f$ satisfies the Sharpened Keller-Osserman condition. Then (3.34) admits a unique solution on $\Omega=(-R, R)$ if and only if the equation

$$
\Phi(\alpha)=R
$$

admits exactly one solution.
As a straightforward consequence, we obtain
Corollary 3.28 Assume that $f$ satisfies the Sharpened Keller-Osserman condition. (3.34) admits a unique solution on any domain $\Omega=(-R, R)$ if and only if $\Phi$ : $(0, \infty) \rightarrow(0, \infty)$ is one-to-one.

Remark 5 In particular, if $f$ is nondecreasing, one can easily show that $\Phi$ is one-to-one.

### 3.2.2 Minimality Principle

We restate the well-known sub and supersolution method (see [50] and [51]) and derive elementary but important corollaries.

Proposition 3.29 Consider $\Omega$ a bounded domain of $\mathbb{R}^{D}$ such that all boundary points are regular, $f \in C(\mathbb{R})$ and $g \in C(\partial \Omega)$. Assume there exist two functions $\underline{u}$, $\bar{u} \in C(\bar{\Omega})$ such that $\underline{u} \leq \bar{u}$ and

$$
\left\{\begin{array}{cll}
\Delta \underline{u} \geq f(\underline{u}) & \text { in } \mathscr{D}^{\prime}(\Omega), &  \tag{3.46}\\
\underline{u} \leq g & \text { on } \partial \Omega & \\
\left.\underline{\operatorname{resp} .} \Delta \bar{u} \leq f(\bar{u}) \text { in } \mathscr{D}^{\prime}(\Omega)\right) \\
\text { resp. } \bar{u} \geq \operatorname{gon} \partial \Omega) .
\end{array}\right.
$$

Then the problem

$$
\left\{\begin{align*}
\Delta u & =f(u) & & \text { in } \mathscr{D}^{\prime}(\Omega),  \tag{3.47}\\
u & =g & & \text { on } \partial \Omega
\end{align*}\right.
$$

possesses at least one solution $u \in C(\bar{\Omega}, \mathbb{R})$ such that $\underline{u} \leq u \leq \bar{u}$.

Corollary 3.30 (Minimality Principle) Make the same assumptions as in Proposition 3.29. Then there exists a unique solution $u \in C(\bar{\Omega})$ of (3.47) such that $\underline{u} \leq u$ and $\left.u\right|_{\omega} \leq \bar{v}$ for any open subset $\omega$ of $\Omega$ and any function $\bar{v} \in C(\bar{\omega})$ satisfying

$$
\left\{\begin{array}{cl}
\Delta \bar{v} \leq f(\bar{v}) &  \tag{3.48}\\
\text { in } \mathscr{D}^{\prime}(\omega), \\
\bar{v} \geq \underline{u} & \\
\bar{v} \geq u & \text { in } \omega \\
\text { on } \partial \omega
\end{array}\right.
$$

We call $u$ the minimal solution of (3.47) relative to $\underline{u}$.
Proof. Let $\underline{u}, \bar{u}$ be the sub and supersolution given in the statement of Proposition 3.29. Let $(I,>)$ denote the set of all finite families containing $\bar{u}$ of supersolutions of (3.47) which stay above $\underline{u}$, ordered by inclusion : $i \in I$ if there exist $n \in \mathbb{N}$ and supersolutions $\bar{v}_{k} \in C(\bar{\Omega}), 1 \leq k \leq n$ (that is, (3.46) holds when $\bar{u}$ is replaced by $\bar{v}_{k}$ ) with $\bar{v}_{k} \geq \underline{u}$, such that $i=\left\{\bar{u}, \bar{v}_{1}, \ldots, \bar{v}_{n}\right\}$.
$I$ is nonempty since $\{\bar{u}\} \in I$. I is filtrating increasing, that is, if $i_{1}, i_{2} \in I$ there exists $i_{3} \in I$ such that $i_{3}>i_{1}, i_{2}$ (take e.g. $i_{3}=i_{1} \cup i_{2}$ ). We prove that given $i=$ $\left\{\bar{u}, \bar{v}_{1}, \ldots, \bar{v}_{n}\right\} \in I$ there exists a solution $u_{i} \in C(\bar{\Omega})$ of (3.47) such that $u_{i} \leq \bar{v}$ for all $\bar{v} \in i$. Let indeed $u^{0}$ denote the solution given by Proposition 3.29. Following [51], since $\underline{u} \leq u^{0} \leq \bar{u}, u^{0}$ is also a solution of (3.47), when $f$ is replaced by the truncation $f^{0} \in C(\bar{\Omega} \times \mathbb{R})$ defined by

$$
f^{0}(x, u)= \begin{cases}f(\underline{u}(x)) & \text { if } u<\underline{u}(x), \\ f(u) & \text { if } \underline{u}(x) \leq u \leq \bar{u}(x), \\ f(\bar{u}(x)) & \text { if } u>\bar{u}(x) .\end{cases}
$$

In [51], the authors prove that in fact any solution $u$ of (3.47) with nonlinearity $f^{0}$ satisfies $\underline{u} \leq u \leq \bar{u}$ (and solves the problem with the original nonlinearity $f$ ). For convenience, we reproduce here the argument of Clément and Sweers : take any solution $u$ of (3.47) with nonlinearity $f^{0}$. Assume by contradiction that $\Omega_{+}:=\{x \in$ $\Omega: u(x)>\bar{u}(x)\}$ is nonempty. Working if necessary on a connected component of $\Omega_{+}$, we may also assume that $\Omega_{+}$is connected. For $x \in \partial \Omega_{+}$, either $u(x)=\bar{u}(x)$ or $x \in \partial \Omega$, so that $u(x)=g(x) \leq \bar{u}(x)$. Hence,

$$
\left\{\begin{aligned}
\Delta(\bar{u}-u) & \leq f(\bar{u})-f^{0}(x, u)=0 & & \text { in } \mathscr{D}^{\prime}\left(\Omega_{+}\right) \\
\bar{u}-u & \geq 0 & & \text { on } \partial \Omega_{+} .
\end{aligned}\right.
$$

By the (weak) Maximum Principle, $\bar{u} \geq u$ in $\Omega_{+}$, which is a contradiction. Hence, $u \leq \bar{u}$ and we can prove similarly that $u \geq \underline{u}$.

Define now the truncation $f^{1} \in C(\bar{\Omega} \times \mathbb{R})$ of $f^{0}$ associated to $\bar{v}_{1}$ by :

$$
f^{1}(x, u)= \begin{cases}f^{0}(x, \underline{u}(x)) & \text { if } u<\underline{u}(x), \\ f^{0}(x, u) & \text { if } \underline{u}(x) \leq u \leq \bar{v}_{1}(x), \\ f^{0}\left(x, \bar{v}_{1}(x)\right) & \text { if } u>\bar{v}_{1}(x)\end{cases}
$$

Clearly, $\underline{u}$ and $\bar{v}_{1}$ are a sub and a supersolution of (3.47) with nonlinearity $f^{1}$. Applying Proposition 3.29 (which still holds for nonautonomous nonlinearities, see [51]), we can thus construct a solution $u^{1}$ of (3.47) with nonlinearity $f^{1}$, satisfying $\underline{u} \leq u^{1} \leq \bar{v}_{1}$. Clearly, $u^{1}$ is a solution of the problem with nonlinearity $f^{0}$ and, as we mentioned earlier, we must have $u^{1} \leq \bar{u}$. Repeating the process inductively, we obtain a solution $u_{i}:=u^{n}$ such that $\underline{u} \leq u_{i} \leq \bar{u}, \bar{v}_{1}, \ldots, \bar{v}_{n}$.

Note that $u_{i}$ may not be unique. Nevertheless, using the Axiom of Choice on the set of all such solutions, we can construct a well-defined generalized sequence $\left(u_{i}\right)_{i \in I}$, contained in the set $K$ of all solutions $u$ satisfying $\underline{u} \leq u \leq \bar{u}$.

By standard elliptic estimates, $K$ is a compact subset of $C(\bar{\Omega})$ so there exists a generalized subsequence $\left\{u_{\phi(j)}\right\}_{j \in J}$ converging to a solution $u$ of (3.47).

Choose now an arbitrary supersolution $\bar{v} \geq \underline{u}$ and let $i_{1}:=\{\bar{v}, \bar{u}\} \in I$. Given $\varepsilon>0$, let $j_{0} \in J$ such that $j>j_{0} \Longrightarrow\left\|u_{\phi(j)}-u\right\|_{\infty}<\varepsilon$. Also choose $j_{1} \in J$ such that $j>j_{1} \Longrightarrow \phi(j)>i_{1}$. Finally pick $j_{3}>j_{1}, j_{2}$. Then, for $j>j_{3}$,

$$
u \leq\left\|u_{\phi(j)}-u\right\|_{\infty}+u_{\phi(j)} \leq \varepsilon+\bar{v} .
$$

Letting $\varepsilon \rightarrow 0$, we conclude that $u \leq \bar{v}$ for any supersolution $\bar{v} \geq \underline{u}$. Clearly, $u$ is the unique such solution.

It remains to prove that given any subdomain $\omega$ and any function $\bar{v} \in C(\bar{\omega})$ satisfying (3.48), $u \leq \bar{v}$. Fix such a function $\bar{v}$ and define $h^{k} \in C(\bar{\Omega} \times \mathbb{R}), k=0,1$, by

$$
h^{0}(x, t)= \begin{cases}f(\underline{u}(x)) & \text { if } t<\underline{u}(x), \\ f(t) & \text { if } \underline{u}(x) \leq t \leq u(x), \\ f(u(x)) & \text { if } t>u(x) .\end{cases}
$$

and

$$
h^{1}(x, t)= \begin{cases}h^{1}(x, \underline{u}(x)) & \text { if } t<\underline{u}(x), \\ h^{1}(x, t) & \text { if } x \in \Omega \backslash \omega \text { or if } x \in \omega \text { and } \underline{u}(x) \leq t \leq \bar{v}(x), \\ h^{1}(x, \bar{v}(x)) & \text { if } x \in \omega \text { and } t>\bar{v}(x) .\end{cases}
$$

Working as before, we may solve (3.47) with nonlinearity $h^{1}$ and obtain a solution $\tilde{u}$ of (3.47) with nonlinearity $f$ such that $\underline{u} \leq \tilde{u} \leq u$ and $\left.\tilde{u}\right|_{\omega} \leq \bar{v}$. Since $\tilde{u}$ is a supersolution of (3.47), we also have $u \leq \tilde{u}$. Hence $\left.u\right|_{\omega}=\left.\tilde{u}\right|_{\omega} \leq \bar{v}$.

We present in what follows a short proof of Corollary 3.30 in the case where $f$ is a locally Lipschitz function.

Proof. Uniqueness : Let $u_{1}, u_{2}$ be two such solutions. Choosing $\omega=\Omega$ and $\bar{v}=u_{2}$ in the statement of Corollary 3.30, we conclude that $u_{1} \leq u_{2}$. Reversing the roles of $u_{1}$ and $u_{2}$, we conclude that $u_{1}=u_{2}$.
Existence : Let $\Lambda=\sup _{[\min \underline{u}, \max \bar{u}]}\left|f^{\prime}\right|, u_{0}=\underline{u}$ and for $k \geq 1$, define $u_{k} \in C(\bar{\Omega})$ inductively by

$$
\left\{\begin{aligned}
\Delta u_{k}-\Lambda u_{k} & =f\left(u_{k-1}\right)-\Lambda u_{k-1} & & \text { in } \mathscr{D}^{\prime}(\Omega) \\
u_{k} & =g & & \text { on } \partial \Omega
\end{aligned}\right.
$$

Then it is known that the sequence $\left\{u_{k}\right\}$ is nondecreasing and converges to a solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ of (3.47), which satisfies in addition $\underline{u} \leq u \leq \bar{u}$.

Let $\bar{v} \in C(\bar{\omega})$ verify (3.48) and assume by contradiction that the set $\omega_{1}:=\{x \in$ $\omega: \bar{v}(x)<u(x)\}$ is nonempty. Clearly $\omega_{1}$ is open. Working if necessary with a connected component of $\omega_{1}$, we assume that $\omega_{1}$ is connected. We prove by induction that $\bar{v} \geq u_{k}$ in $\omega_{1}$ for all $k \in \mathbb{N}$. Passing to the limit as $k \rightarrow \infty$, we then obtain a contradiction with the definition of $\omega_{1}$.

By assumption, $\bar{v} \geq \underline{u}=u_{0}$ in $\omega_{1}$. Given $k \geq 1$, assume that $\bar{v} \geq u_{k-1}$ in $\omega_{1}$. In particular, we have that $\bar{v}(x) \in[\min \underline{u}, \max \bar{u}]$ for $x \in \omega_{1}$.

Observe that if $x \in \partial \omega_{1}$ then either $\bar{v}(x)=u(x)$, or $x \in \partial \omega$, whence $\bar{v}(x) \geq u(x)$. Since $u \geq u_{k}$, we conclude that $\bar{v} \geq u \geq u_{k}$ on $\partial \omega_{1}$. Hence,

$$
\left\{\begin{aligned}
\Delta\left(\bar{v}-u_{k}\right)-\Lambda\left(\bar{v}-u_{k}\right) \leq f(\bar{v})-f\left(u_{k-1}\right)-\Lambda\left(\bar{v}-u_{k-1}\right) \leq 0 & & \text { in } \mathscr{D}^{\prime}\left(\omega_{1}\right), \\
\bar{v}-u_{k} \geq 0 & & \text { on } \partial \omega_{1} .
\end{aligned}\right.
$$

By the (weak) Maximum Principle, $\bar{v} \geq u_{k}$ in $\omega_{1}$.

Remark 6 Applying the Minimality Principle to (3.47) with nonlinearity $-f$, we also obtain the existence and uniqueness of a maximal solution relative to $\bar{u}$, defined in the straightforward way.

Remark 7 Assume $\Omega=B_{R}$ is a ball centered at the origin and $g$ is a positive constant. If $\underline{u}$ is radial, one easily sees that the minimal solution $u$ relative to $\underline{u}$ is radial : just apply the Minimality Principle 3.30 with $\bar{v}(x)=u(O(x))$, where $O \in \mathscr{O}_{D}$ is an arbitrary rotation of the Euclidean space. A well-known result of Gidas, Ni and Nirenberg [97] states that any solution $u>g$ is radially symmetric, provided $f$ is e.g. locally Lipschitz.

Finally, letting $\phi(r)=u(x)$ for $r=|x|$, it follows from standard ODE theory that $\phi^{\prime}(0)=0$ and $\phi^{\prime}(r)>0$ in $(0, R)$.

Corollary 3.31 (Minimality Principle for blow-up solutions) Let $\Omega$ be a bounded domain of $\mathbb{R}^{D}$ such that all boundary points are regular, $f \in C(\mathbb{R})$. Assume there exist a function $\underline{u} \in C(\bar{\Omega})$ such that $\Delta \underline{u} \geq f(\underline{u})$ in $\mathscr{D}^{\prime}(\Omega)$ and a function $v \in C(\Omega)$ such that $\Delta v \leq f(v)$ in $\mathscr{D}^{\prime}(\Omega), \lim _{x \rightarrow x_{0}} v(x)=+\infty$ for all $x_{0} \in \partial \Omega$ and $v \geq \underline{u}$.

Then there exists a unique solution $u \in C(\Omega)$ of (3.34) such that $\underline{u} \leq u$ and $\left.u\right|_{\omega} \leq \bar{v}$ for any open subset $\omega \subset \Omega$ and any $\bar{v} \in C(\omega)$ satisfying

$$
\left\{\begin{array}{rr}
\Delta \bar{v} & \leq f(\bar{v}) \tag{3.49}
\end{array} \quad \text { in } \mathscr{D}^{\prime}(\omega), ~ \text { in } \omega,\right.
$$

We call $u$ the minimal solution of (3.34) relative to $\underline{u}$.
Proof. Clearly, there exists at most one such solution. Let now $N$ denote any integer larger than $\|\underline{u}\|_{L^{\infty}(\Omega)}$ and let $u_{N}$ denote the minimal solution relative to $\underline{u}$ of

$$
\left\{\begin{aligned}
\Delta u_{N} & =f\left(u_{N}\right) & & \text { in } \mathscr{D}^{\prime}(\Omega), \\
u_{N} & =N & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

Using the Minimality Principle 3.30, one can easily show that the sequence $\left(u_{N}\right)$ is nondecreasing and that $u_{N} \leq N$. Take any (smooth) open set $\omega \subset \subset \Omega$ such that $v \geq N$ on $\partial \omega$. By the Minimality Principle 3.30 again, we conclude that $\left.v\right|_{\omega} \geq\left. u_{N}\right|_{\omega}$. Since this holds for any such $\omega$, we conclude that $v \geq u_{N}$ in $\Omega$. In particular the
sequence $\left(u_{N}\right)$ is bounded on compact subsets of $\Omega$ and using elliptic regularity, we conclude that $\left(u_{N}\right)$ converges to a blow-up solution $u$ of (3.34) such that $\underline{u} \leq u \leq v$.

Now take $\omega \subset \Omega$ open and $\bar{v} \in C(\omega)$ satisfying (3.49). Take $\tilde{\omega} \subset \subset \omega$ such that $\bar{v} \geq N$ on $\partial \tilde{\omega}$. Applying the Minimality Principle 3.30, we have that $\left.u_{N}\right|_{\tilde{\omega}} \leq \bar{v} \mid \tilde{\omega}$. Again, since $\tilde{\omega} \subset \subset \omega$ is arbitrary, we conclude that $\left.u_{N}\right|_{\omega} \leq \bar{v}$. Letting $N \rightarrow \infty$ yields the desired inequality.

Remark 8 In contrast with Remark 6, there does not exist in general a maximal boundary blow-up solution of (3.34). See Sect.3.2.10.3 for enlightening counterexamples.

### 3.2.3 Existence of Solutions on Some Ball

In this section, we prove that (3.35) implies the existence of a boundary blow-up solution on some ball. First, we state and prove a useful technical lemma.

Lemma 3.32 Let $\phi \in C^{2}(0, R)$ be a nondecreasing function solving

$$
\begin{equation*}
\phi^{\prime \prime}+\frac{D-1}{r} \phi^{\prime}=f(\phi) \quad \text { in }(0, R) . \tag{3.50}
\end{equation*}
$$

Then, given $0<r_{1}<r_{2}<R$,

$$
\frac{1}{\sqrt{2}} \int_{\phi\left(r_{1}\right)}^{\phi\left(r_{2}\right)} \frac{1}{\sqrt{F(s)-F\left(\phi\left(r_{1}\right)\right)}} d s \geq \frac{1}{D-2} r_{1}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{D-2}\right)
$$

if $D \neq 2$ and

$$
\frac{1}{\sqrt{2}} \int_{\phi\left(r_{1}\right)}^{\phi\left(r_{2}\right)} \frac{1}{\sqrt{F(s)-F\left(\phi\left(r_{1}\right)\right)}} d s \geq r_{1} \ln \frac{r_{2}}{r_{1}},
$$

if $D=2$.
Proof. For $r \in\left(r_{1}, r_{2}\right),(3.50)$ is equivalent to

$$
\begin{equation*}
\frac{d}{d r}\left(r^{D-1} \phi^{\prime}\right)=r^{D-1} f(\phi) \tag{3.51}
\end{equation*}
$$

Multiplying the above equation by $r^{D-1} \phi^{\prime}$ and integrating between $r_{1}$ and $r$, we obtain

$$
\begin{aligned}
\frac{1}{2} r^{2 D-2}\left(\phi^{\prime}(r)\right)^{2} & \geq \frac{1}{2}\left(r^{2 D-2}\left(\phi^{\prime}(r)\right)^{2}-r_{1}^{2 D-2}\left(\phi^{\prime}\left(r_{1}\right)\right)^{2}\right) \\
& =\int_{r_{1}}^{r} t^{2 D-2} f(\phi(t)) \phi^{\prime}(t) d t \\
& \geq r_{1}^{2 D-2}\left(F(\phi(r))-F\left(\phi\left(r_{1}\right)\right)\right) .
\end{aligned}
$$

So,

$$
\frac{1}{\sqrt{2}} \frac{\phi^{\prime}(r)}{\sqrt{F(\phi(r))-F\left(\phi\left(r_{1}\right)\right)}} \geq\left(\frac{r_{1}}{r}\right)^{D-1}
$$

Integrating the above equation between $r_{1}$ and $r_{2}$, we obtain the desired result. $\square$
Assume now (3.35) holds for some $\alpha>0$. If $D \neq 2$, assume temporarily that $\Phi(\alpha)<\frac{1}{|D-2|}$. Applying Proposition 3.29 with $\underline{u}=0$ and $\bar{u}=\alpha$, let $u$ be the minimal solution relative to $\underline{u}$ of

$$
\left\{\begin{aligned}
\Delta u & =f(u) & & \text { in } B_{1}, \\
u & =\alpha & & \text { on } \partial B_{1} .
\end{aligned}\right.
$$

Using Remark 7 and letting $\tilde{\alpha}=u(0), \phi(r):=u(x)$ for $r=|x|$ solves (3.50), subject to the initial conditions $\phi(0)=\tilde{\alpha}$ and $\phi^{\prime}(0)=0 . \phi$ can thus be extended on some maximal interval $(0, R)$. Assume temporarily that $R<\infty$. Then $u$ is a boundary blowup solution on $B_{R}$. Indeed, by definition of $R$, we must have either $\phi(R)=+\infty$ or $\phi^{\prime}(R)=+\infty$. In the latter case, multiply (3.50) by $\phi^{\prime}$ and integrate between 0 and $r$ to obtain that $\frac{1}{2}\left(\phi^{\prime}\right)^{2} \leq F(\phi)$. Hence $F(\phi(R))=+\infty, \phi(R)=+\infty$ and $u$ is a boundary blow-up solution. It remains to prove that $R<\infty$.

Assume by contradiction that $R=\infty$. Apply Lemma 3.32 between $r_{1}=1$ and $r_{2}>1$ :

$$
\Phi(\alpha) \geq \frac{1}{D-2}\left(1-\left(\frac{1}{r_{2}}\right)^{D-2}\right)
$$

if $D \geq 3$ and

$$
\Phi(\alpha) \geq \ln r_{2}
$$

if $D=2$. Letting $r_{2}$ converge to $\infty$, we obtain a contradiction if either $D=2$ or $\Phi(\alpha)<\frac{1}{|D-2|}$.

If $D \neq 2$ and $\Phi(\alpha) \geq \frac{1}{|D-2|}$, choose $K>0$ so large that $\frac{1}{K} \Phi(\alpha)<\frac{1}{|D-2|}$. The above proof provides a boundary blow-up solution $u$ of (3.34) on some ball $B_{R}$, when $f$ is replaced by $K^{2} f . \tilde{u}(x):=u(x / K)$ is then a boundary blow-up solution of (3.34) with nonlinearity $f$ on $B_{R K}$.

Remark 9 Let $B$ be a ball of radius $R$ and assume $\underline{u} \in C(\bar{B})$ is such that $\Delta \underline{u} \geq f(\underline{u})$ in $B$. Assume (3.35) holds for some $\alpha \geq \sup _{B} \underline{u}$ and let $\bar{u}=\alpha$. Using Proposition 3.29 , let $u$ be the minimal solution relative to $\underline{u}$ of

$$
\left\{\begin{aligned}
\Delta u & =f(u) & & \text { in } B, \\
u & =\alpha & & \text { on } \partial B .
\end{aligned}\right.
$$

Repeating the above proof, we conclude that $u$ can be extended to a radially symmetric boundary blow-up solution on some ball $\tilde{B}$ of radius $\tilde{R}>R$, satisfying $u \geq \underline{u}$ in $B$.

### 3.2.4 Existence of Solutions on Small Balls

Assume (3.36) holds. By Theorem 3.23, (3.34) has a solution on some ball and we may define

$$
R_{0}:=\inf \left\{R>0:(3.34) \text { has a solution in } B_{R}\right\}
$$

We assume by contradiction that $R_{0}>0$. Let $\left(\beta_{n}\right)$ be a sequence of real numbers increasing to infinity and satisfying

$$
\lim _{\beta_{n} \rightarrow \infty} \Phi\left(\beta_{n}\right)=0 .
$$

Applying Proposition 3.29 with $\underline{u}=0$ and $\bar{u}=\beta_{n}$, let $u_{n}$ be the minimal solution relative to $\underline{u}$ of

$$
\left\{\begin{aligned}
\Delta u_{n} & =f\left(u_{n}\right) & & \text { in } B_{R_{0} / 2} \\
u_{n} & =\beta_{n} & & \text { on } \partial B_{R_{0} / 2}
\end{aligned}\right.
$$

By Remark 7, letting $\alpha_{n}=u_{n}(0), \phi_{n}(r):=u_{n}(x)$ for $r=|x|$ solves (3.50) with initial conditions $\phi_{n}(0)=\alpha_{n}$ and $\phi_{n}^{\prime}(0)=0$. By definition of $R_{0}, \phi_{n}$ can be extended so that $\phi_{n}$ remains a solution of (3.50) in ( $0, R_{0}$ ). Now apply Lemma 3.32 with $r_{1}=R_{0} / 2$ and $r_{2}=R_{0}$ :

$$
\Phi\left(\beta_{n}\right) \geq \frac{1}{D-2} \frac{R_{0}}{2}\left[1-\left(\frac{1}{2}\right)^{D-2}\right]
$$

if $D \geq 3$ and

$$
\Phi\left(\beta_{n}\right) \geq \frac{R_{0}}{2} \ln (2)
$$

if $D=2$. Passing to the limit as $n \rightarrow \infty$, we obtain a contradiction in both cases. We have just proved that

$$
\begin{equation*}
\inf \left\{R>0:(3.34) \text { has a solution in } B_{R}\right\}=0 \text {. } \tag{3.52}
\end{equation*}
$$

Remark 10 Let $B$ be a ball of radius $R$ and assume $\underline{u} \in C(\bar{B})$ is such that $\Delta \underline{u} \geq$ $f(\underline{u})$ in $B$. Using Remark 9 and working as above, one can show that $\inf \{\tilde{R}>R$ : (3.34) has a solution $u$ in $B_{\tilde{R}}$ such that $u \geq \underline{u}$ in $\left.B\right\}=R$.

### 3.2.5 Existence of Solutions on Smooth Domains

We assume here that (3.36) is valid. Applying Proposition 3.29 with $\underline{u}=0$ and $\bar{u}=N, N \in \mathbb{N}$, let $u_{N}$ be the minimal solution relative to $\underline{u}$ of (3.47) with $g \equiv N$. For $x \in \Omega$, choose a ball $B(x, r) \subset \Omega$ such that there exists a boundary blow-up solution $u_{r}$ on $B(x, r)$. This is always possible since (3.52) holds. Applying the Minimality Principle 3.30 with $\bar{v}=u_{r}$, we conclude that $0 \leq u_{N} \leq u_{r}$ in $B(x, r)$. In particular, the sequence $\left(u_{N}\right)$ is uniformly bounded in $B(x, r / 2)$.

Let $K$ denote an arbitrary compact subset of $\Omega$. Covering $K$ by finitely many balls $B\left(x_{i}, r_{i} / 2\right)$, we conclude that $\left\{u_{N}\right\}$ is uniformly bounded on $K$ by a constant depending only on $K$ and $f$. Applying the Minimality Principle 3.30 with $\bar{v}=u_{N+1}$, we can also infer that $\left\{u_{N}\right\}$ is a nondecreasing sequence. Using these two facts and elliptic regularity, we conclude that $\left\{u_{N}\right\}$ converges to a function $u$ solving $\Delta u=f(u)$ in $\Omega$.

Fix a point $x_{0} \in \partial \Omega$ and an arbitrary sequence $\left(x_{k}\right)$ in $\Omega$ converging to $x_{0}$. Then, since $u \geq u_{N}$,

$$
\liminf _{k \rightarrow \infty} u\left(x_{k}\right) \geq \liminf _{k \rightarrow \infty} u_{N}\left(x_{k}\right)=N .
$$

Letting $N$ converge to infinity, we conclude that $u$ is a boundary blow-up solution of (3.34) in $\Omega$.

Proof of Theorem 3.23 continued. By Sect.3.2.3, we know that if (3.35) holds, there exists a blow-up solution on some ball. Conversely, assume that $u>0$ solves (3.34) on some ball $B$ of radius $R$ centered at the origin. By Corollary 3.31, we may always assume that $u$ is the minimal solution relative to $\underline{u}=0$ of (3.34). In particular $u$ is radial and we define $\phi(r)=u(x)$ for $r=|x|$, so that $\phi$ solves (3.51) in $(0, R)$.

Multiplying (3.51) by $r^{D-1} \phi^{\prime}$ and integrating between 0 and $r$, we obtain

$$
\frac{1}{2} r^{2 D-2} \phi^{\prime}(r)^{2}=\int_{0}^{r} t^{2 D-2} f(\phi(t)) \phi^{\prime}(t) d t \leq r^{2 D-2}[F(\phi(r))-F(\phi(0))]
$$

Integrating once more between 0 and $R$,

$$
\begin{equation*}
0 \leq \int_{0}^{R} \frac{\phi^{\prime}(r)}{\sqrt{2[F(\phi(r))-F(\phi(0))]}} d r \leq R \tag{3.53}
\end{equation*}
$$

which implies (3.35) with $\alpha=\phi(0)$.
Proof of Theorem 3.24 continued. By Sect.3.2.5, we know that if (3.36) holds, there exists a blow-up solution on any domain. Conversely, given $n \in \mathbb{N}$, assume that $u_{n}>0$ solves (3.34) on the ball $B$ of radius $1 / n$ centered at the origin. By Corollary 3.31, we may always assume that $u_{n}$ is the minimal solution relative to $\underline{u}=0$. In particular $u_{n}$ is radial. Let now $\beta_{n}=u_{n}(0)$. We claim that $\left(\beta_{n}\right)$ is unbounded. Taking a subsequence if necessary, we then have that $\lim _{n} \beta_{n}=\infty$ and (3.36) follows from (3.53) applied with $R=1 / n$.

It remains to prove that $\left(\beta_{n}\right)$ is unbounded. If not, up to a subsequence, $\left(\beta_{n}\right)$ converges to some $\beta \geq 0$. By (3.53) applied with $R=1 / n$, we have

$$
0 \leq \int_{\beta_{n}}^{\infty} \frac{d t}{\sqrt{2\left[F(t)-F\left(\beta_{n}\right)\right]}} d r \leq 1 / n
$$

By Fatou's lemma, we conclude that

$$
\int_{\beta}^{\infty} \frac{d t}{\sqrt{2[F(t)-F(\beta)]}} d r=0
$$

which is not possible.

### 3.2.6 Blow-Up Rate of Radially Symmetric Solutions

Proposition 3.33 Assume that $f$ satisfies the Keller-Osserman condition (3.35). Assume $\phi$ is a radially symmetric and monotone boundary blow-up solution on the unit ball. Then, for $r \sim 1$,

$$
\begin{equation*}
\int_{\phi(r)}^{+\infty} \frac{d t}{\sqrt{F(t)}} \sim \sqrt{2}(1-r) \tag{3.54}
\end{equation*}
$$

Proof. Multiplying (3.51) by $r^{D-1} \phi^{\prime}$ and integrating by parts, we easily obtain that given $r \in(0,1)$,

$$
\begin{equation*}
\frac{\left(\phi^{\prime}\right)^{2}(r)}{2}=F(\phi(r))-G_{\phi}(r), \tag{3.55}
\end{equation*}
$$

where

$$
G_{\phi}(r)=\frac{2 D-2}{r} \int_{0}^{r}\left(\frac{s}{r}\right)^{2 D-1} F(\phi(s)) d s
$$

We claim that

$$
\begin{equation*}
G_{\phi}(r)=o(F(\phi(r))), \quad \text { as } r \rightarrow 1 . \tag{3.56}
\end{equation*}
$$

Let indeed $\varepsilon>0$. Then, since $F$ is nondecreasing,

$$
\begin{aligned}
\frac{G_{\phi}(r)}{F(\phi(r))}= & \frac{2 D-2}{r} \int_{0}^{1-\varepsilon}\left(\frac{s}{r}\right)^{2 D-1} \frac{F(\phi(s))}{F(\phi(r))} d s \\
& +\frac{2 D-2}{r} \int_{1-\varepsilon}^{r}\left(\frac{s}{r}\right)^{2 D-1} \frac{F(\phi(s))}{F(\phi(r))} d s . \\
\leq & C \frac{F(\phi(1-\varepsilon))}{F(\phi(r))}+C \varepsilon .
\end{aligned}
$$

Letting $r \rightarrow 1$ and then $\varepsilon \rightarrow 0$, we obtain the desired result. Returning to (3.55), we obtain

$$
1-\frac{\phi^{\prime}}{\sqrt{2 F(\phi)}}=1-\left[1-\frac{G_{\phi}}{F(\phi)}\right]^{1 / 2}
$$

Combining this with (3.56), it follows that for $r \sim 1$,

$$
1-\frac{\phi^{\prime}}{\sqrt{2 F(\phi)}} \sim \frac{G_{\phi}}{2 F(\phi)}
$$

and, integrating between $r$ and 1 ,

$$
(1-r)-\int_{\phi(r)}^{\infty} \frac{d t}{\sqrt{2 F(t)}} \sim \int_{r}^{1} \frac{G_{\phi}(s)}{2 F(\phi(s))} d s=o(1)
$$

which implies (3.54).

### 3.2.7 Blow-Up Rate of Solutions on Smooth Domains

Let $u$ be a blow-up solution on a domain $\Omega$, which satisfies an interior and an exterior sphere condition at any boundary point. Fix $x_{0} \in \partial \Omega$ and let $B_{R} \subset \Omega$ denote a small ball which is tangent to $\partial \Omega$ at $x_{0}$. Fix $\eta \in(0,1)$. Let $\underline{u}:=\left.u\right|_{B_{\eta R}}$. By Remark 9 ,
there exists a radial boundary blow-up solution $v$ defined on some ball $\tilde{B} \supset B_{\eta R}$, such that $v \geq \underline{u}$ in $B_{\eta R}$. Let $K>0$ such that $K \tilde{B}=B_{R}$ and let $v_{K}(x):=v\left(\left(x-x_{1}\right) / K+x_{1}\right)$, where $x_{1}$ is the center of $B_{R}$. Then $v_{K}$ solves

$$
\left\{\begin{aligned}
\Delta v_{K} & =\frac{1}{K^{2}} f\left(v_{K}\right) & & \text { in } B_{R} \\
v_{K} & =+\infty & & \text { on } \partial B_{R}
\end{aligned}\right.
$$

Since $u\left(x_{1}\right) \leq v\left(x_{1}\right)=v_{K}\left(x_{1}\right)$, Proposition 3.33 implies that

$$
K \int_{u\left(x_{1}\right)}^{+\infty} \frac{d t}{\sqrt{F(t)}} \geq K \int_{v_{K}\left(x_{1}\right)}^{+\infty} \frac{d t}{\sqrt{F(t)}} \sim \sqrt{2} R
$$

Letting $R \rightarrow 0$, we then have

$$
K \liminf _{x \rightarrow x_{0}} \frac{\int_{u(x)}^{+\infty} \frac{d t}{\sqrt{F(t)}}}{\delta(x)} \geq \sqrt{2}
$$

By Remark 10, we may take $K$ arbitrarily close to $1 / \eta$. Also, $0<\eta<1$ was chosen arbitrarily, so letting $K, \eta \rightarrow 1$, we finally obtain

$$
\liminf _{x \rightarrow x_{0}} \frac{\int_{u(x)}^{+\infty} \frac{d t}{\sqrt{F(t)}}}{\delta(x)} \geq \sqrt{2}
$$

Choose another ball $B_{R^{\prime}} \subset \mathbb{R}^{N} \backslash \bar{\Omega}$ which is tangent to $\partial \Omega$ at $x_{0}$ and a concentric ball $B_{R^{\prime \prime}}$ with $R^{\prime \prime}>R^{\prime}$ so large that $\Omega \subset B_{R^{\prime \prime}}$. Finally, let $A=B_{R^{\prime \prime}} \backslash B_{R^{\prime}}$. Let $v$ denote the minimal boundary blow-up solution (relative to $\underline{u}=0$ ) on $A$. By the Minimality Principle 3.31, we deduce that $u \geq v$ in $\Omega$. Applying Proposition 3.33 (which still holds on an annulus) with $v$, we conclude that

$$
\limsup _{x \rightarrow x_{0}} \frac{\int_{u(x)}^{+\infty} \frac{d t}{\sqrt{F(t)}}}{\delta(x)} \leq \limsup _{x \rightarrow x_{0}} \frac{\int_{v(x)}^{+\infty} \frac{d t}{\sqrt{F(t)}}}{\delta(x)} \leq \sqrt{2}
$$

This finishes the proof of Theorem 3.25. More can be said about the asymptotic behavior of solutions provided $F$ satisfies some extra growth assumption.

Lemma 3.34 Let $u, v$ denote two radially symmetric boundary blow-up solutions defined on the unit ball B. Assume there exist $\beta>0$ and $M>0$ such that $\frac{F(v)}{v^{2}} \geq$ $\beta^{2} \frac{F(u)}{u^{2}}$ whenever $M \leq u \leq v$. Then $u(r) \sim v(r)$ on $\partial B$.

Proof. We recall from the proof of Proposition 3.33 that for $\phi$ a radially symmetric boundary blow-up solution and for $r \sim 1$,

$$
(1-r)-\int_{\phi(r)}^{\infty} \frac{d t}{\sqrt{2 F(t)}} \leq C \int_{r}^{1} \frac{G_{\phi}(s)}{F(\phi(s))} d s \leq C \int_{r}^{1} \frac{\phi(s)}{\sqrt{F(\phi(s))}} d s
$$

Using that $\frac{\phi(s)}{\sqrt{2 F(\phi(s))}} \sim 1$, we then obtain that, introducing $K(r)$ such that $1-r=$ $\int_{K(r)}^{\infty} \frac{d t}{\sqrt{2 F(t)}}$,

$$
\begin{equation*}
\int_{K(r)}^{\phi(r)} \frac{d t}{\sqrt{2 F(t)}} \leq C \int_{\phi(r)}^{\infty} \frac{t}{F(t)} d t \tag{3.57}
\end{equation*}
$$

Since $F$ is increasing, we thus obtain

$$
\begin{equation*}
\left(1-\frac{K(r)}{\phi(r)}\right) \leq C \frac{\sqrt{F(\phi(r))}}{\phi(r)} \int_{\phi(r)}^{\infty} \frac{t}{F(t)} d t \tag{3.58}
\end{equation*}
$$

Since $\frac{F(v)}{v^{2}} \geq \beta^{2} \frac{F(u)}{u^{2}}$ for $u \leq v$ large enough, (3.58) implies that

$$
\left(1-\frac{K(r)}{\phi(r)}\right) \leq \frac{C}{\beta} \int_{\phi(r)}^{\infty} \frac{d t}{\sqrt{F(t)}}
$$

The classical Keller-Osserman (3.35) condition gives the result.
Corollary 3.35 Assume either that $f$ is convex on some interval $[a,+\infty)$ or that $f(t) / t$ is nondecreasing on $[a,+\infty)$. Then the result of the previous lemma holds.

Proof. Assume $f$ is convex in $[a,+\infty)$ and let $G(t)=F(t+a)-F(a)-f(a) t$. Then $G(0)=G^{\prime}(0)=0$ and $G^{\prime}$ is convex in $\mathbb{R}^{+}$. So $G(t) / t^{2}$ is nondecreasing, that is, $t \rightarrow \frac{F(t+a)-L(t)}{t^{2}}$ is nondecreasing, where $L(t)=F(a)+f(a) t$ is affine. Observe that $\lim _{t \rightarrow \infty} F(t) / t^{2}=+\infty$ since the Keller-Osserman condition (3.35) implies

$$
\frac{u}{2 \sqrt{F(u)}} \leq \int_{u / 2}^{u} \frac{d t}{\sqrt{F(t)}}=o(1) \quad \text { as } u \rightarrow \infty .
$$

It follows that there exists $\beta>0$ such that $\frac{F(v)}{v^{2}} \geq \beta^{2} \frac{F(u)}{u^{2}}$ for $u \leq v$ large enough and we may apply Lemma 3.34. The case where $f(t) / t$ is nondecreasing on $[a,+\infty)$ is similar, so we skip it.

### 3.2.8 A Uniqueness Result

We start with the following auxiliary result.

Lemma 3.36 Assume that $f$ is nondecreasing on $[0,+\infty)$ and convex in a neighborhood of $+\infty($ say $[a,+\infty)$ ). Consider two radially symmetric boundary blow-up solutions such that $u(r) \leq v(r)$ on $B(0, R)$, then in fact $u=v$ everywhere.

Proof. Set $R=1$ for the sake of simplicity. Since $f$ is nondecreasing, either $u(0)=$ $v(0)$ (and then $u=v$ everywhere) or $u(r)<v(r)$ everywhere since $\partial\left(r^{D-1}(\dot{v}-\dot{u})\right)=$ $r^{D-1}(f(v)-f(u))$ so the map $r \rightarrow v(r)-u(r)$ is nondecreasing. Assume then $u(0)<$ $v(0)$.

Let $\varepsilon>0$. Consider the set $\omega_{\varepsilon}=\{r \in[0,1) ; \forall s<r,(1+\varepsilon) u(s)<v(s)\}$. If $\varepsilon$ is small enough, $0 \in \omega_{\varepsilon}$. Due to Lemma $3.34, R=1 \notin \omega_{\varepsilon}$ since $u \sim v$ close to the boundary. Then introduce $r_{\varepsilon}^{0}=\sup \omega_{\varepsilon}$, which satisfies $0<r_{\varepsilon}^{0}<1$. We now have

$$
\begin{equation*}
v(0)-u(0) \leq v\left(r_{\varepsilon}^{0}\right)-u\left(r_{\varepsilon}^{0}\right)=\varepsilon u\left(r_{\varepsilon}^{0}\right) . \tag{3.59}
\end{equation*}
$$

Then either $r_{\varepsilon}^{0}$ converges towards $R=1$ when $\varepsilon \rightarrow 0$ or, letting $\varepsilon \rightarrow 0, u(0)=v(0)$ and the proof is complete.

Introduce now $a$ such that $f$ is convex on $[a,+\infty)$. Introduce $R_{0}$ such that $u(r) \geq a$ for $r \geq R_{0}$. Then for $\varepsilon$ small enough $r_{\varepsilon}^{0}>R_{0}$. Set $w(r)=(1+\varepsilon) u(r)$. Then, on the annulus $R_{0}<s<r_{\varepsilon}^{0}$, using the convexity

$$
\begin{align*}
\Delta(v-w) & =f(v)-(1+\varepsilon) f(u) \\
& \geq f(v)-(1+\varepsilon)\left[f(w)-f(a) \frac{u-a}{w-a}-(1+\varepsilon) f(a)\right]  \tag{3.60}\\
& \geq f(v)-f(w)+\frac{\varepsilon}{w-a}(a f(w)-w f(a)) .
\end{align*}
$$

Observe now that the map $X \rightarrow \frac{X f(a)-a f(X)}{X-a}$ is majorized by some constant $C$ for $X \geq a$. Then introducing $\chi$ that satisfies $-\Delta \chi=1$ with homogeneous Dirichlet condition at $R=1(\chi(1)=0)$

$$
\begin{equation*}
\Delta(v-w-C \varepsilon \chi) \geq 0 \tag{3.61}
\end{equation*}
$$

and by the maximum principle, for any $r$ in $R_{0}<r<r_{\varepsilon}^{0}$

$$
\begin{equation*}
v(r)-w(r)-C \varepsilon \chi(r) \leq \max \left(-C \varepsilon \chi\left(r_{\varepsilon}^{0}\right), v\left(R_{0}\right)-w\left(R_{0}\right)-C \varepsilon \chi\left(R_{0}\right)\right) . \tag{3.62}
\end{equation*}
$$

Then letting $\varepsilon \rightarrow 0$ we obtain that for any fixed $r$ such that $R_{0}<r<1$,

$$
\begin{equation*}
v(r)-u(r) \leq v\left(R_{0}\right)-u\left(R_{0}\right) . \tag{3.63}
\end{equation*}
$$

Since the map $r \rightarrow v(r)-u(r)$ is nondecreasing, this implies that $v(r)-u(r)$ is constant on $\left[R_{0}, 1\right)$. By standard ODE theory, this implies that $v$ and $u$ coincide everywhere on $[0,1]$.

Remark 11 Since $f$ is nondecreasing, there exist $\underline{U}, \bar{U}$ the minimal and the maximal boundary blow-up solutions of the problem (the latter can be obtained e.g. as the monotone limit of $u(R)$ as $R \rightarrow 1^{-}$, where $u(R)$ denotes the minimal boundary blow-up solution on $B_{R}$ ). Clearly both $\underline{U}$ and $\bar{U}$ are radial and they coincide by the previous lemma. Since any solution $u$ of the problem must stay between $\underline{U}$ and $\bar{U}$, Theorem 3.26 follows. Alternatively, according to a result of Poretta and Veron [160], any boundary blow-up solution is radially symmetric if $f$ is convex in a neighborhood of $+\infty$, whence again Theorem 3.26 follows from the previous lemma.

Remark 12 The previous lemma is still valid if we substitute the assumption $\frac{f(u)}{u}$ increasing in a neighborhood of infinity to the convexity assumption. Since the proofs are easier they are left as an exercise to the reader.

### 3.2.9 Discrete Equations

We are concerned with finite difference approximations of (3.34) when $D=1$ or $D=2$ on a cube or a ball. After introducing some notation, we observe that both the maximum principle and the minimality principle extend to the case of finite difference operators. We conclude this section with some theoretical error estimates, assuming that $f$ is a nondecreasing function.

### 3.2.9.1 Finite Differences

To begin with, consider the interval $[-1,1]$ or the unit square $[-1,1]^{2}$. Consider a uniform grid $\Omega_{h}$ with mesh size $h=\frac{1}{L}$ for some integer $L$. The nodes on the grid are respectively $j h$ if $\mathrm{D}=1,-L \leq j \leq L$, or $(i h, j h)$ if $D=2$, with $-L \leq i, j \leq L$.

The discrete Laplace operator is then defined on each point/node of the grid respectively by

$$
\begin{equation*}
\left(\Delta_{h} U\right)_{j}=\frac{1}{h^{2}}\left(-2 U_{j}+U_{j+1}+U_{j-1}\right), \tag{3.64}
\end{equation*}
$$

if $D=1$ and

$$
\begin{equation*}
\left(\Delta_{h} U\right)_{i, j}=\frac{1}{h^{2}}\left(-4 U_{i, j}+U_{i, j+1}+U_{i, j-1}+U_{i+1, j}+U_{i-1, j}\right) \tag{3.65}
\end{equation*}
$$

if $D=2$. In the above, $U$ is a vector in $\mathbb{R}^{2 L+1}$ (or $\mathbb{R}^{(2 L+1) 2}$ in 2 D ) with components $U_{j} \simeq u(j h)\left(\right.$ or $U_{i, j} \simeq u(i h, j h)$ ). If $D=2$, we then solve $\Delta_{h} U=f(U)$, that is, $\left(\Delta_{h} U\right)_{i, j}=f\left(U_{i, j}\right)$ for all interior nodes $(i, j)$ and set $U_{ \pm L, j}=U_{i, \pm L}=N$ at all boundary nodes, where $N$ is a fixed large constant. We work accordingly when $D=1$.

It is standard to prove that the matrix $\Delta_{h}$ has positive inverse, that is, the entries of the inverse matrix are positive. Therefore, the maximum principle is valid (see [40]). Actually, if $U$ satisfies $\Delta_{h} U \leq 0$ on the interior nodes of the grid and $U \geq 0$ on the boundary, then $U \geq 0$ everywhere. Here and throughout this section we write $U \geq 0$ if and only if $U_{i, j} \geq 0$ for all $(i, j)$ nodes of the grid. We shall use the same notation for $B$ a matrix: $B \geq 0$ if and only if the entries of $B$ are all nonnegative.

When working on the unit ball, we use a slightly modified scheme. Focussing on radially symmetric functions, we approximate the equation

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial u}{\partial r}\right)=f \quad \text { for } r \in(0,1) \tag{3.66}
\end{equation*}
$$

Discretize $[0,1]$ by setting $L h=1,0 \leq j \leq L$. At $j=L$ set $U_{L}=N$ (boundary condition). For $0<j<L$ solve

$$
\begin{equation*}
\frac{1}{r} \partial(r \partial u) \simeq \frac{1}{j h} D^{+}\left(j h D^{-} U\right)=\frac{-2 U_{j}+U_{j+1}+U_{j-1}}{h^{2}}+\frac{U_{j+1}-U_{j}}{j h^{2}}=F_{j} \tag{3.67}
\end{equation*}
$$

where $\left(D^{+} U\right)_{j}=\frac{U_{j+1}-U_{j}}{h},\left(D^{-} U\right)_{j}=\frac{U_{j}-U_{j-1}}{h}$. It remains to define the equation at $j=0$. For that purpose, we use the symmetry property $u(h)=u(-h)$ and the approximation $\frac{\dot{u}(0)}{0}=\ddot{u}(0)$ to set

$$
\frac{4}{h^{2}}\left(-U_{0}+U_{1}\right)=F_{0} .
$$

This approximation of the Laplace operator satisfies the maximum principle. Indeed, it can be easily checked that if $F_{j} \geq 0$ then $j \rightarrow U_{j}$ is increasing. The maximum principle follows promptly.

### 3.2.9.2 Computing an Approximation

We aim to solve the following problem

$$
\left\{\begin{align*}
\Delta_{h} u_{h} & =f\left(u_{h}\right) & & \text { in } \Omega  \tag{3.68}\\
u_{h} & =N & & \text { on } \partial \Omega
\end{align*}\right.
$$

for $N$ large enough.
We expect that $u_{h}$ is an approximation for $u$, the minimal boundary blow-up solution corresponding to $\underline{u}=0$. As in Proposition 3.29, $u_{h}$ is obtained by monotone iteration, starting from the discrete subsolution 0. We claim that Proposition 3.29 and Corollary 3.30 are valid for the finite difference approximation. The proof follows the guidelines of the continuous case and is left as an exercise for the reader.

An approximation of the solution to problem (3.68) is recursively obtained by the following discrete iterative scheme:

Consider $u^{k} \in \mathbb{R}^{(2 L+1) D}$, where $L=\frac{1}{h}$, recursively defined by

$$
u^{0}=0
$$

and for $k \geq 0, u^{k+1}$ solves

$$
\left\{\begin{align*}
\left(\Delta_{h}-\Lambda_{N} I d\right) u^{k+1} & =f\left(u^{k}\right)-\Lambda_{N} u^{k} & & \text { in } \Omega_{h},  \tag{3.69}\\
u^{k+1} & =N & & \text { on } \partial \Omega_{h},
\end{align*}\right.
$$

where $\Lambda_{N}=\sup _{[0, N]} f^{\prime}$.
Therefore the error between $u$, the minimal boundary blow-up solution, and $u^{k}$ the $k$-th iterate of (3.69) can be split as follows:

$$
\begin{equation*}
I_{h}(u)-u^{k}=I_{h}\left(u-u_{N}\right)+\left(I_{h}\left(u_{N}\right)-u_{h}\right)+\left(u_{h}-u^{k}\right) \tag{3.70}
\end{equation*}
$$

where $I_{h}$ is the interpolation operator defined by $I_{h}(u)_{i}=u\left(x_{i}\right)$ when $D=1$ (respectively by $I_{h}(u)_{a}=u(a)$ when $D=2$ for a node $a=(i h, j h)$ on the grid), and $u_{N}$ is the solution of

$$
\left\{\begin{align*}
\Delta u & =f(u) & & \text { in } \Omega  \tag{3.71}\\
u & =N & & \text { on } \partial \Omega .
\end{align*}\right.
$$

### 3.2.9.3 Error Estimate

Throughout this section, we assume that $f$ is a convex increasing function and that $\Omega=[-1,1]^{D}$. We first bound from above the rate of convergence of the algorithm (3.69).

Lemma 3.37 Let $u^{k} \in \mathbb{R}^{(2 L+1) D}$ be given by (3.69) and $u_{h}=\lim _{k \rightarrow \infty} u^{k}$. Then, there exist constants $C=C(D), \mu=\mu(D)>0$ and $\lambda=\lambda(f)<\Lambda_{N}$ such that

$$
\begin{equation*}
\left\|u^{k}-u_{h}\right\|_{\ell^{\infty}} \leq C\left(1-\frac{\lambda}{\Lambda_{N}}\right)^{k} \min \left(1, \frac{1}{h^{D / 2}}\left[1-\frac{\mu}{\Lambda_{N}}+\frac{\mu^{2}}{\Lambda_{N}^{2}}\right]^{k}\right)\left\|u^{0}-u_{h}\right\|_{\ell^{\infty}} \tag{3.72}
\end{equation*}
$$

Proof. In the sequel let us denote by $a$ a node of the grid (that is $a=i h$ in 1D or $a=(i h, j h)$ in 2D). $\left(u^{k}\right)$ is a nondecreasing sequence in $\mathbb{R}^{(2 L+1) D}$ (that is, $u_{a}^{k} \leq u_{a}^{k+1}$ for each node $a$ ). By the mean value theorem, there exists $\theta_{a} \in\left(u_{a}^{k},\left(u_{h}\right)_{a}\right)$ such that

$$
\begin{equation*}
f\left(u_{a}^{k}\right)-f\left(\left(u_{h}\right)_{a}\right)=f^{\prime}\left(\theta_{a}\right)\left(u_{a}^{k}-\left(u_{h}\right)_{a}\right) . \tag{3.73}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|\left(\left(u_{h}\right)_{a}-\frac{f\left(\left(u_{h}\right)_{a}\right)}{\Lambda_{N}}\right)-\left(\left(u^{k}\right)_{a}-\frac{f\left(\left(u^{k}\right)_{a}\right)}{\Lambda_{N}}\right)\right| \leq\left(1-\frac{\lambda}{\Lambda_{N}}\right)\left(\left(u_{h}\right)_{a}-u_{a}^{k}\right), \tag{3.74}
\end{equation*}
$$

where $\lambda=\inf f^{\prime}$.
On the other hand

$$
\begin{equation*}
u_{h}-u^{k}=\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-1}\left(\left(u_{h}-\frac{f\left(u_{h}\right)}{\Lambda_{N}}\right)-\left(u^{k}-\frac{f\left(u^{k}\right)}{\Lambda_{N}}\right)\right) \tag{3.75}
\end{equation*}
$$

where $f(u)$ denotes the vector with components $f(u)_{a}=f\left(u_{a}\right)$. The key argument is to observe that the matrix $I d-\frac{\Delta_{h}}{\Lambda_{N}}$ satisfies the maximum principle. Therefore,

$$
\begin{equation*}
0 \leq u_{h}-u^{k+1} \leq\left(1-\frac{\lambda}{\Lambda_{N}}\right)\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-1}\left(u_{h}-u^{k}\right) \tag{3.76}
\end{equation*}
$$

where inequalities hold component by component. We thus obtain that

$$
\begin{equation*}
\left\|u_{h}-u^{k}\right\|_{\ell^{\infty}} \leq\left(1-\frac{\lambda}{\Lambda_{N}}\right)^{k}\left\|\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-k}\right\|_{\mathscr{L}\left(\ell^{\infty}\right)}\left\|u_{h}-u^{0}\right\|_{\ell^{\infty}} . \tag{3.77}
\end{equation*}
$$

On the one hand, the maximum principle implies that

$$
\begin{equation*}
\left\|\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-k}\right\|_{\mathscr{L}\left(\ell^{\infty}\right)} \leq C \tag{3.78}
\end{equation*}
$$

for some constant $C$ depending only on the dimension $D$.
On the other hand, since the spectrum of $-\Delta_{h}$ lies in a segment $\left[\mu, \frac{\mu}{h^{2}}\right]$ (see [40]) and $\frac{1}{\sqrt{(2 / h+1) D}}\|\cdot\|_{\ell^{2}} \leq\|\cdot\|_{\ell^{\infty}} \leq\|\cdot\|_{\ell^{2}}$ in $\mathbb{R}^{(2 L+1) D}$, we get

$$
\begin{equation*}
\left\|\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-k}\right\|_{\mathscr{L}\left(\ell^{\infty}\right)} \leq C h^{-D / 2}\left\|\left(I d-\frac{\Delta_{h}}{\Lambda_{N}}\right)^{-k}\right\|_{\mathscr{L}\left(\ell^{2}\right)}=C h^{-D / 2}\left(\frac{1}{1+\frac{\mu}{\Lambda_{N}}}\right)^{k} \tag{3.79}
\end{equation*}
$$

Using that $\frac{1}{1+\frac{\mu}{\Lambda_{N}}} \leq 1-\frac{\mu}{\Lambda_{N}}+\frac{\mu^{2}}{\Lambda_{N}^{2}}$ and collecting (3.77), (3.78) and (3.79), the proof is complete.

We now provide an upper bound for $u_{h}-I_{h}\left(u_{N}\right)$.
Lemma 3.38 Assume $f$ is convex. Let $u_{h}$ be the solution of (3.68) and $u_{N}$ be the solution of (3.71). Then,

$$
\begin{equation*}
\left\|u_{h}-I_{h}\left(u_{N}\right)\right\|_{\ell^{\infty}} \leq C h^{2} \alpha(N, f) \tag{3.80}
\end{equation*}
$$

where $\alpha(N, f)=\left\|u_{N}^{(4)}\right\|_{L^{\infty}}$ is a constant depending only on $N$ and $f$.
Proof. For the sake of simplicity we will denote $I_{h}\left(u_{N}\right)$ by $u_{N}$; this introduces no confusion.

We write down the proof for the 2D problem, leaving the 1D case as an exercise for the reader. Let $a=(i h, j h)$ be a node on the grid. By the mean value theorem, for each node $a$, there exist $\xi, \eta$ in $\mathbb{R}^{2}$ such that

$$
\begin{equation*}
|\xi-a|<h \text { and }|\eta-a|<h \tag{3.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta_{h}\left(u_{N}\right)_{a}-\left(\Delta u_{N}\right)_{a}=\operatorname{ch}^{2}\left(\frac{\partial^{4} u}{\partial x^{4}}(\xi)+\frac{\partial^{4} u}{\partial y^{4}}(\eta)\right) \tag{3.82}
\end{equation*}
$$

Therefore

$$
\left\{\begin{align*}
\Delta_{h}\left(u_{h}-u_{N}\right)_{a} & =f\left(u_{h}\right)_{a}-f\left(u_{N}\right)_{a}-c h^{2}\left[\frac{\partial^{4} u}{\partial x^{4}}(\xi)+\frac{\partial^{4} u}{\partial y^{4}}(\eta)\right] & & \text { in } \Omega_{h}  \tag{3.83}\\
\left(u_{h}-u_{N}\right)_{a} & =0 & & \text { on } \partial \Omega_{h}
\end{align*}\right.
$$

Consider $\omega=u_{h}-u_{N}$, then working as in the previous lemma we obtain

$$
\begin{equation*}
w_{a}=\left[\left(\Delta_{h}+\Lambda_{N}\right)^{-1}\left(\operatorname{Id}-D\left(\frac{f^{\prime}(\theta)}{\Lambda_{N}}\right)\right) \Lambda_{N}\right] c h^{2}\left(\frac{\partial^{4} u}{\partial x^{4}}(\xi)+\frac{\partial^{4} u}{\partial y^{4}}(\eta)\right), \tag{3.84}
\end{equation*}
$$

where $\theta_{a} \in\left(u_{N}(a),\left(u_{h}\right)_{a}\right)$.
We therefore obtain

$$
\begin{equation*}
\left\|w_{a}\right\|_{\ell^{\infty}} \leq \frac{1}{\Lambda_{N}} \frac{4}{1+\frac{4}{\Lambda_{N}}}\left\|\Delta_{h}^{-1}\right\|_{\mathscr{L}\left(\ell^{\infty}\right)} C h^{2}\left\|u_{N}^{(4)}\right\|_{L^{\infty}}, \tag{3.85}
\end{equation*}
$$

where $\left\|u_{N}^{(4)}\right\|_{L^{\infty}}=\max _{|\alpha| \leq 4}\left(\left\|\partial^{\alpha} u_{N}\right\|_{L^{\infty}}\right)$.
Remark 13 When $D=1$ and $f(u)=u^{p}$ with $p \geq 2$, the constant $\alpha(N, f)$ is given by

$$
\alpha(N, f)=\left\|u_{N}^{(4)}\right\|_{L^{\infty}}=\frac{p(3 p-1)}{p+1} N^{2 p-1}
$$

### 3.2.9.4 Error Estimate for $\left\|u-u_{N}\right\|$

Assume here that the Sharpened Keller-Osserman condition (3.36) is valid. Consider then a sequence $\left(\alpha_{N}\right)$ such that $\Phi\left(\alpha_{N}\right)$ converges towards 0 . Consider the minimal solution $u_{N}$ of

$$
\left\{\begin{align*}
\Delta u_{N} & =f\left(u_{N}\right) & & \text { in } \Omega=B(0,1),  \tag{3.86}\\
u_{N} & =\alpha_{N} & & \text { on } \partial \Omega .
\end{align*}\right.
$$

Then one may wonder how $u_{N}$ approximates the minimal boundary blow-up solution $u$ defined on the unit ball. We first state a qualitative result.

Proposition 3.39 There exists $R_{N}$ such that $u_{N}$ is a boundary blow-up solution on $B\left(0, R_{N}\right)$. Moreover

$$
\begin{equation*}
R_{N}-1 \sim \frac{1}{\sqrt{2}} \int_{\alpha_{N}}^{+\infty} \frac{d t}{\sqrt{F(t)}} \tag{3.87}
\end{equation*}
$$

Remark 14 This proposition shows that when we plot the approximation $u_{N}$, we plot in fact a boundary blow-up solution on a ball that is close to the unit ball.

Let us proceed to the proof in the case where $D \geq 3$. The cases $D=1,2$ are very similar and so omitted. Assume that $u_{N}$ extends to $\mathbb{R}^{D}$. Then by Lemma 3.32

$$
\begin{equation*}
\frac{1}{\sqrt{2}} \int_{u_{N}(1)}^{u_{N}(r)} \frac{d t}{\sqrt{F(t)-F\left(u_{N}(1)\right)}} \geq \frac{1}{D-2}\left(1-\left(\frac{1}{r}\right)^{D-2}\right) . \tag{3.88}
\end{equation*}
$$

Here we have used that $u_{N}$ is radially symmetric. Therefore since $u_{N}(1)=\alpha_{N}$, $\Phi\left(\alpha_{N}\right) \geq \frac{1}{D-2}\left(1-\left(\frac{1}{r}\right)^{D-2}\right) . N \rightarrow+\infty$ leads to a contradiction. The estimate (3.87) comes from Proposition 3.33.
Remark 15 Observe that if $f(u)=u^{p}$, then $u_{N}(r)=R_{N}^{-\frac{2}{p-1}} u\left(r R_{N}\right)$. In that case, $0 \leq u(r)-u_{N}(r) \leq C\left(R_{N}-1\right)(\dot{u}(r)+u(r))$. The inequality is sharp for some numerical constant $C$. To prove the estimate in a more general context, we need extra hypotheses.

Definition 3.40 Consider $g:[0,+\infty) \rightarrow[0,+\infty)$ a function. We say that $g$ is strongly increasing if the function

$$
\rho(\lambda)=\inf _{u \geq 0} \frac{g(\lambda u)}{g(u)}
$$

is a $C^{1}$ increasing function on $[1,+\infty)$ that satisfies $\dot{\rho}(1) \neq 0$.
A strongly increasing function is increasing in the usual sense. $g(u)=u^{p}, p>0$ is strongly increasing. $g(u)=\ln (u+1)$ is not.

We now state and prove
Proposition 3.41 Assume that $\frac{f(u)}{u}$ is strongly increasing. Then

$$
0 \leq u(r)-u_{N}(r) \leq C\left(R_{N}-1\right)(\dot{u}(r)+u(r))
$$

Proof. $v(r)=\lambda u_{N}\left(r R_{N}\right)$ is a blow-up function on the unit ball. We have

$$
\begin{equation*}
\Delta v=\lambda R_{N}^{2} f\left(\frac{v}{\lambda}\right) \leq \frac{R_{N}^{2}}{\rho(\lambda)} f(v) \tag{3.89}
\end{equation*}
$$

For $N$ large enough, we choose $\lambda_{N}$ close to 1 such that $\rho\left(\lambda_{N}\right)=R_{N}^{2}$. Then $v$ is a blow-up supersolution to (3.34). Since $u$ is the minimal blow-up solution, then $u(r) \leq v(r)$. Therefore

$$
\begin{align*}
0 & \leq u(r)-u_{N}(r) \leq u(r)-\frac{1}{\lambda_{N}} v\left(\frac{r}{R_{N}}\right) \\
& \leq\left(R_{N}-1\right) \dot{u}(r)+\left(1-\frac{1}{\lambda_{N}}\right) u\left(r R_{N}^{-1}\right) \leq C\left(R_{N}-1\right)(\dot{u}(r)+u(r)) \tag{3.90}
\end{align*}
$$

since $\left(1-\frac{1}{\lambda_{N}}\right) \leq 2 \frac{R_{N}-1}{\dot{\rho}(1)}$.

### 3.2.10 Numerical Computations

In this section, we present some numerical results obtained with our method of approximation.

Remark 16 At this stage, we would like to point out that our method is selfcontained, and does not use the knowledge of the boundary blow-up behavior of the solution. In fact, as in [119], one can introduce another approximate problem such as taking $\Omega_{\varepsilon} \subset \Omega$ where $\operatorname{dist}\left(\Omega, \Omega_{\varepsilon}\right) \leq \varepsilon$, and solve the problem

$$
\left\{\begin{align*}
\Delta u_{\varepsilon} & =f\left(u_{\varepsilon}\right) & & \text { in } \Omega_{\varepsilon}  \tag{3.91}\\
u_{\varepsilon}(x) & =K(x) & & \text { on } \partial \Omega_{\varepsilon}
\end{align*}\right.
$$

where

$$
\frac{1}{\sqrt{2}} \int_{K(x)}^{+\infty} \frac{d t}{\sqrt{F(t)}}=\operatorname{dist}(x, \partial \Omega)
$$

We discuss our numerical results successively on three examples:

- $f(u)=u^{2}$ (that is, $\frac{f(u)}{u}$ is increasing),
- $f(u)=u^{2}(2+\cos u)$,
- $f(u)=u^{2}(1+\cos u)$.


### 3.2.10.1 Case $f(u)=u^{2}$

Since $\frac{f(u)}{u}$ is increasing, on any domain we have a unique boundary blow-up solution (see e.g. [2] and references therein).

We see in Fig. 3.1 that $\Phi$ is a strictly decreasing function.
For the sake of completeness, we plot in 1D the values of $u_{h}(0)$ for several values of $h$ and we compare them to theoretical results (see Fig. 3.2 and Proposition 3.41).

Remark 17 The value of $u(0)$ is obtained by solving

$$
\frac{1}{\sqrt{2}} \int_{u(0)}^{+\infty} \frac{d t}{\sqrt{F(t)-F(u(0))}}=1 .
$$



Fig. 3.1 $\Phi$ when $f(u)=u^{2}$


Fig. 3.2 Convergence of $u_{h}(0)$ to $u(0)$ versus $h$
3.2.10.2 Case $f(u)=u^{2}(2+\cos u)$

This function $f$ satisfies the Sharpened Keller-Osserman condition (3.36).
Figure 3.3 shows that $\Phi(\alpha)$ tends to 0 when $\alpha$ tends to $+\infty$ (then the Sharpened Keller-Osserman condition is valid). Note that $\Phi$ is not a decreasing function; for


Fig. 3.3 $\Phi$ when $f(u)=u^{2}(2+\cos (u))$
instance for $c \approx 0.49$ there exist $\alpha \neq \beta$ such that $\Phi(\alpha)=\Phi(\beta)=c$. Therefore, at least in 1 D , uniqueness does not hold.

Remark: The uniqueness result for $f(u)=u^{2}(2+\cos u)$ in $B(0,1) \subset \mathbb{R}^{D}$ is still an open question for $D \geq 2$.

Figure 3.4 shows an approximation of the minimal boundary blow-up radial solution on $B(0,1) \subset \mathbb{R}^{2}$.


Fig. 3.4 Solution on the disk when $f(u)=u^{2}(2+\cos u)$
3.2.10.3 Case $f(u)=u^{2}(1+\cos u)$

We first state
Proposition 3.42 The function $f(u)=u^{2}(1+\cos u)$ satisfies the Sharpened KellerOsserman condition (3.36). Moreover,

$$
\lim _{\alpha \rightarrow(2 k+1) \pi} \Phi(\alpha)=+\infty .
$$

For a proof, see Proposition 3.21.

Figure 3.5 shows that for any domain, there exist an infinite sequence of boundary blow-up solutions.


Fig. 3.5 $\Phi$ when $f(u)=u^{2}(1+\cos (u))$

When $D=1$, this follows from the fact that $\Phi(\alpha)=R$ admits an infinite number of solutions $\alpha$. When $D \geq 2$, fix an integer $m$ and observe that $\alpha_{m}=(2 m+1) \pi$ is a subsolution. Let $u_{m}$ denote the minimal boundary blow-up solution relative to $\underline{u}=$ $\alpha_{m}$. Infinitely many $u_{m}$ must be distinct. Indeed, choose $m_{1}$ such that $\alpha_{m_{1}}>u_{0}(0)$. Then $u_{m_{1}}(0) \geq \alpha_{m_{1}}>u_{0}(0)$. Repeating this process inductively yields infinitely many distinct solutions $u_{m_{k}}$.

We plot in Fig. 3.6 approximations of different boundary blow-up solutions on the interval $[-1,1]$.


Fig. 3.6 Some solutions when $f(u)=u^{2}(1+\cos u)$

Figure 3.7 shows two radial approximations of different boundary blow-up solutions on the unit ball in $\mathbb{R}^{2}$.


Fig. 3.7 Solutions on the disk when $f(u)=u^{2}(1+\cos u)$

### 3.3 Entire Large Solutions

Let $f \in C^{1}[0, \infty)$ be a nonnegative function such that $f(0)=0 . f$ is assumed to be positive at infinity, in the sense that

$$
\begin{equation*}
\text { there exists } a \in \mathbb{R} \quad \text { s.t. } \quad f(a)>0 \quad \text { and } \quad f(t) \geq 0 \quad \text { for } t>a \text {. } \tag{3.92}
\end{equation*}
$$

and $f$ is superlinear in the sense that

$$
\begin{equation*}
\int^{+\infty} \frac{d s}{\sqrt{F(s)}}<+\infty \tag{KO}
\end{equation*}
$$

where $F(s)=\int_{a}^{s} f(t) d t$.
In this section we are interested in the qualitative properties of solutions to

$$
\left\{\begin{align*}
\Delta u & =\rho(|x|) f(u), u \geq 0 & & \text { in } \mathbb{R}^{D}  \tag{3.93}\\
u(x) & \rightarrow 0 & & \text { as }|x| \rightarrow+\infty
\end{align*}\right.
$$

where $D \geq 3$ is a positive integer and $\rho \in C[0, \infty)$ is a positive function such that

$$
\begin{equation*}
\int_{0}^{\infty} r \rho(r) d r<+\infty . \tag{3.94}
\end{equation*}
$$

Such solutions are called entire large solutions (in short $E L S$ ).

### 3.3.1 A Useful Result: Bounded Entire Solutions

In this section we are concerned with bounded entire solutions associated with (3.93).

Proposition 3.43 Assume (KO) and (3.94). Then, for any $0 \leq \beta \leq \infty$, there exists a radially symmetric function $w_{\beta} \in C^{2}\left(\mathbb{R}^{D}\right)$ such that

$$
\left\{\begin{array}{l}
\Delta w_{\beta} \leq \rho(|x|) f\left(w_{\beta}\right) \quad \text { in } \mathbb{R}^{D}  \tag{3.95}\\
\lim _{|x| \rightarrow \infty} w_{\beta}(x)=\beta
\end{array}\right.
$$

Moreover, the family $\left\{w_{\beta}\right\}_{\beta \in[0,+\infty]}$ is increasing in $\beta$ and $\lim _{\beta \rightarrow \infty} w_{\beta}=w_{\infty}$.
Proof. Integrating by parts and using (3.94) we have

$$
\begin{aligned}
\int_{0}^{r} t^{1-D} \int_{0}^{t} s^{D-1} \rho(s) d s d t & =\frac{1}{D-2}\left[\int_{0}^{r} s \rho(s) d s-r^{2-D} \int_{0}^{r} s^{D-1} \rho(s) d s\right] \\
& <\frac{1}{D-2} \int_{0}^{\infty} s \rho(s) d s
\end{aligned}
$$

Hence, for all $x \in \mathbb{R}^{D}$ we can define

$$
U(x)=\int_{|x|}^{\infty} t^{1-D} \int_{0}^{t} s^{D-1} \rho(s) d s d t
$$

It follows that

$$
-\Delta U(x)=\rho(|x|) \quad \text { in } \mathbb{R}^{D} \quad \text { and } \quad \lim _{|x| \rightarrow+\infty} U(x)=0
$$

Let $\bar{f} \in C^{1}[0, \infty)$ be an increasing function such that

$$
\bar{f} \geq f, \quad \bar{f}(0)=0 \quad \text { and } \quad \bar{f}>0 \text { in }(0, \infty)
$$

Before we proceed with the construction of $w_{\beta}$ let us first show that

$$
\begin{equation*}
\int^{\infty} \frac{1}{\bar{f}(s)} d s<+\infty . \tag{3.96}
\end{equation*}
$$

Indeed, let $\bar{F}(t)=\int_{a}^{t} \bar{f}(s) d s$, using the fact that $\bar{f}$ is increasing we have

$$
0=\lim _{t \rightarrow \infty} \int_{t}^{\infty} \frac{1}{\sqrt{\bar{F}(s)}} d s \geq \lim _{t \rightarrow \infty} \int_{t}^{2 t} \frac{1}{\sqrt{\bar{F}(s)}} d s \geq \lim _{t \rightarrow \infty} \frac{t}{\sqrt{\bar{F}(2 t)}}
$$

Therefore, for $t>a$ large enough we have

$$
\begin{equation*}
\bar{F}(t) \geq t^{2} \tag{3.97}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\bar{F}(t)=\int_{a}^{t} \bar{f}(s) d s \leq t \bar{f}(t) \quad \text { for all } t>a \tag{3.98}
\end{equation*}
$$

Now, using (3.97) and (3.98) we deduce

$$
\int_{t}^{\infty} \frac{1}{\bar{f}(s)} d s \leq \int_{t}^{\infty} \frac{s}{\bar{F}(s)} d s \leq \int_{t}^{\infty} \frac{1}{\sqrt{\bar{F}(s)}} d s \rightarrow 0 \quad \text { as } t \rightarrow \infty,
$$

so (3.96) follows. As a consequence of (3.96) we derive that for all $0<\beta \leq \infty$ the mapping

$$
(0, \beta) \ni t \mapsto \int_{t}^{\beta} \frac{d s}{\bar{f}(s)} \in(0, \infty)
$$

is bijective. Therefore, for any $0<\beta \leq \infty$, there is a unique

$$
w_{\beta}: \mathbb{R}^{D} \rightarrow(0, \beta)
$$

such that

$$
\begin{equation*}
\int_{w_{\beta}(x)}^{\beta} \frac{d s}{\bar{f}(s)}=U(x) \quad \text { for all } x \in \mathbb{R}^{D} . \tag{3.99}
\end{equation*}
$$

Since $U(x)$ is radial, $w_{\beta}$ is radial too. Furthermore, $w_{\beta}$ is increasing with respect to $\beta$ and $|x|$. This proves the limit equality as $\beta \rightarrow \infty$ in (3.95). Now,

$$
\nabla U(x)=-\frac{1}{\bar{f}\left(w_{\beta}(x)\right)} \nabla w_{\beta}(x) \quad \text { in } \mathbb{R}^{D}
$$

and

$$
\rho(|x|)=-\Delta U=\frac{1}{\bar{f}\left(w_{\beta}\right)} \Delta w_{\beta}-\frac{\bar{f}^{\prime}\left(w_{\beta}\right)}{\bar{f}^{2}\left(w_{\beta}\right)}\left|\nabla w_{\beta}\right|^{2} \leq \frac{1}{\bar{f}\left(w_{\beta}\right)} \Delta w_{\beta} \quad \text { in } \mathbb{R}^{D} .
$$

Hence $w_{\beta}$ satisfies (3.95).

### 3.3.2 Existence of an Entire Large Solution

We are now in a position to derive the existence of solutions to (3.93). Our main result in this sense is the following.

Theorem 3.44 Assume that (3.92), (KO) and (3.94) hold.
(a) There exists a minimal ELS $u_{0}$ of (3.93) in the sense that any ELS $u$ of (3.93) satisfies $u \geq u_{0}$ in $\mathbb{R}^{D}$. Furthermore, $u_{0}$ is radially symmetric.
(b) If $r \mapsto \rho(r)$ is decreasing, then for any ELS $u$ of (3.93) there exists a radial ELS $\bar{u}$ such that $u \leq \bar{u}$ in $\mathbb{R}^{D}$.

Proof. We shall perform the proof of Theorem 3.44 in three steps.
Step 1: Any ELS $u$ of (3.93) satisfies $u \geq w_{\infty}$ in $\mathbb{R}^{D}$, where $w_{\infty}$ is the function defined in Proposition 3.43 (given by (3.99)) for $\beta=\infty$.

Let $u$ be an arbitrary ELS of (3.93). Define

$$
\mathscr{E}=\left\{\beta \geq 0: w_{\beta} \leq u \text { in } \mathbb{R}^{D}\right\}
$$

and remark first that $\mathscr{E}$ is nonempty. Indeed, if $m:=\inf _{\mathbb{R}^{D}} u \geq 0$ then $w_{m} \leq m \leq u$ in $\mathbb{R}^{D}$ where $w_{m}$ is the function defined by (3.99) for $\beta=m$. Also, if $\beta \in \mathscr{E}$ then $[0, \beta] \subset \mathscr{E}$.

Lemma $3.45 \mathscr{E}=[0, \infty)$.
Proof. Assume by contradiction that $\beta_{0}=\sup \mathscr{E}<+\infty$. Then, $w_{\beta_{0}} \leq u$ in $\mathbb{R}^{D}$. We claim that there exists $x_{0} \in \mathbb{R}^{D}$ such that $w_{\beta_{0}}\left(x_{0}\right)=u\left(x_{0}\right)$. Indeed, if this is not the case, we have $w_{\beta_{0}}<u$ in $\mathbb{R}^{D}$. Since $\lim _{|x| \rightarrow \infty}\left(u(x)-w_{\beta_{0}}(x)\right)=\infty$, it follows that there exists $c>0$ such that

$$
\begin{equation*}
w_{\beta_{0}}+c<u \quad \text { in } \mathbb{R}^{D} . \tag{3.100}
\end{equation*}
$$

In addition, from (3.99) we have

$$
\int_{w_{\beta_{0}}}^{\beta_{0}} \frac{d s}{\bar{f}(s)}=\int_{w_{\beta}}^{\beta} \frac{d s}{\bar{f}(s)}, \quad \text { for all } \beta>\beta_{0}
$$

This yields

$$
\int_{\beta_{0}}^{\beta} \frac{d s}{\bar{f}(s)}=\int_{w_{\beta_{0}}}^{w_{\beta}} \frac{d s}{\bar{f}(s)}, \quad \text { for all } \beta>\beta_{0}
$$

Since $\bar{f}$ is increasing, we find

$$
\left|w_{\beta}-w_{\beta_{0}}\right| \leq \frac{\bar{f}\left(w_{\beta}\right)}{\bar{f}\left(w_{\beta_{0}}\right)}\left|\beta-\beta_{0}\right| \leq \frac{\bar{f}(\beta)}{\bar{f}\left(w_{\beta_{0}}\right)}\left|\beta-\beta_{0}\right| \quad \text { for all } \beta>\beta_{0} .
$$

In particular,

$$
\left|w_{\beta_{0}+\varepsilon}-w_{\beta_{0}}\right| \leq \varepsilon \frac{\bar{f}\left(\beta_{0}+\varepsilon\right)}{\bar{f}\left(w_{\beta_{0}}\right)} .
$$

Thus, for small values of $\varepsilon>0$ we find $w_{\beta_{0}+\varepsilon} \leq w_{\beta_{0}}+c / 2$ in $\mathbb{R}^{D}$. Combining this last estimate with (3.100) we obtain $w_{\beta_{0}+\varepsilon}+c / 2<u$ in $\mathbb{R}^{D}$, which contradicts the definition of $\beta_{0}$.

Hence, there exists $x_{0} \in \mathbb{R}^{D}$ such that $w_{\beta_{0}}\left(x_{0}\right)=u\left(x_{0}\right)$. We fix now $R>\left|x_{0}\right|$ and let

$$
\Lambda:=\sup \left\{f^{\prime}(s): \min _{B_{R}} w_{\beta_{0}} \leq s \leq \max _{B_{R}} u\right\}
$$

Then $g(t)=f(t)-\Lambda t$ is a nonincreasing function on $\left[\min _{B_{R}} w_{\beta_{0}}, \max _{B_{R}} u\right]$ and

$$
\Delta\left(u-w_{\beta_{0}}\right)-\Lambda\left(u-w_{\beta_{0}}\right) \leq g(u)-g\left(w_{\beta_{0}}\right) \leq 0 \quad \text { in } B_{R},
$$

$$
0 \leq u-w_{\beta_{0}} \quad \text { on } \partial B_{R}, \quad u\left(x_{0}\right)=w_{\beta_{0}}\left(x_{0}\right) .
$$

By the strong maximum principle it follows that $u \equiv w_{\beta_{0}}$ in $B_{R}$. Since $R>\left|x_{0}\right|$ was arbitrarily chosen, this yields $u \equiv w_{\beta_{0}}$. But this is clearly a contradiction since $u$ is an ELS to (3.93), while $w_{\beta_{0}}$ is bounded in $\mathbb{R}^{D}$.

Therefore $\mathscr{E}=[0, \infty)$.
By Lemma 3.45 it follows that $w_{\beta} \leq u$ in $\mathbb{R}^{D}$ for all $\beta>0$. It remains now to pass to the limit with $\beta \rightarrow \infty$ to reach the conclusion in Step 1.

Step 2: There exists a radial ELS $u_{0}$ to (3.93) such that for any ELS u to (3.93), we have $u \geq u_{0}$.

For any $R>0$ denote by $u_{R}$ the unique minimal solution relative to $w_{\infty}$, to the problem

$$
\left\{\begin{aligned}
\Delta u_{R} & =\rho(|x|) f\left(u_{R}\right) & & \text { in } B_{R} \\
u_{R} & =w_{\infty} & & \text { on } \partial B_{R} .
\end{aligned}\right.
$$

Also, by Proposition 3.31 there exists $U_{R}$ a unique minimal boundary blow-up solution (in short BBUS) relative to $w_{\infty}$, solving

$$
\left\{\begin{align*}
\Delta U_{R} & =\rho(|x|) f\left(U_{R}\right) & & \text { in } B_{R}  \tag{3.101}\\
U_{R} & =+\infty & & \text { on } \partial B_{R} .
\end{align*}\right.
$$

Since $w_{\infty}$ is radially symmetric, so is $u_{R}$. Moreover, for all $R>0$ we have

$$
\begin{equation*}
w_{\infty} \leq u_{R} \leq u_{R+1} \leq U_{R} \quad \text { in } B_{R} \tag{3.102}
\end{equation*}
$$

Indeed, the first two inequalities follow from the minimality principle for $u_{R}$ as stated in Proposition 3.29 whereas the last inequality is obtained as follows. We first consider $0<R^{\prime}<R$ such that

$$
u_{R+1}<U_{R} \quad \text { in } B_{R} \backslash B_{R^{\prime}} .
$$

Again by Proposition 3.29 and the minimality of $u_{R+1}$ relative to $w_{\infty}$ we find $u_{R+1} \leq$ $U_{R}$ in $B_{R^{\prime}}$. Hence, $u_{R+1} \leq U_{R}$ in $B_{R}$ and (3.102) follows.

Next, by (3.102) and the Arzela-Ascoli theorem, there exists a subsequence of $\left\{u_{R}\right\}$ (still denoted $\left\{u_{R}\right\}$ ) that converges uniformly to some $u_{0}$ on each compact subset of $\mathbb{R}^{D}$. By standard elliptic regularity it follows that $u_{0}=\lim _{R \rightarrow+\infty} u_{R}$ is a radial solution of (3.93) and by (3.102) we also have $w_{\infty} \leq u_{0}$ in $\mathbb{R}^{D}$. Thus, $u_{0}$ is a
radial ELS of (3.93). Now, if $u$ is any ELS of (3.93), from Step 1 we have $w_{\infty} \leq u$ in $\mathbb{R}^{D}$. Thus, in virtue of the minimality of $u_{R}$ relative to $w_{\infty}$ we have $u_{R} \leq u$ in $B_{R}$. This yields $u_{0}=\lim _{R \rightarrow+\infty} u_{R} \leq u$ in $\mathbb{R}^{D}$.

Step 3: Assume that $r \mapsto \rho(r)$ is nonincreasing and $u$ is an ELS of (3.93). Then, there exists $\bar{u}$ a radial ELS of (3.93) such that $u \leq \bar{u}$.

Let $u$ be an arbitrary ELS of (3.93). We fix $R>0$ and let $N=N(u, R) \geq 1$ be such that $\max _{B_{R}} u<N$. By Proposition 3.29, for all $n \geq N$ there exists a minimal solution $u_{R}^{n}$ relative to $u$ of the problem

$$
\left\{\begin{aligned}
\Delta u_{R}^{n} & =\rho(|x|) f\left(u_{R}^{n}\right) & & \text { in } B_{R} \\
u_{R}^{n} & =n & & \text { on } \partial B_{R}
\end{aligned}\right.
$$

By minimality arguments we have $u \leq u_{R}^{n}<n$ in $B_{R}$. Therefore, the function

$$
v:=n-u_{R}^{n}
$$

satisfies

$$
\left\{\begin{aligned}
-\Delta v & =\rho(|x|) f(n-v), v>0 & & \text { in } B_{R} \\
v & =0 & & \text { on } \partial B_{R} .
\end{aligned}\right.
$$

Since $r \mapsto \rho(r)$ is nonincreasing, Theorem 1.6 implies that $v$ and so $u_{R}^{n}$ are radially symmetric functions.

Let $U_{R}$ be the BBUS of (3.101) which is minimal relative to $u$. As in Step 2 one can easily see that

$$
\begin{equation*}
u \leq u_{R}^{n} \leq U_{R} \quad \text { in } B_{R} \tag{3.103}
\end{equation*}
$$

Applying further Proposition 3.29 we find

$$
\begin{equation*}
u_{R}^{n} \leq u_{R}^{n+1}, \quad u_{R+1}^{n} \leq u_{R}^{n} \quad \text { in } B_{R}, \text { for all } n \geq N . \tag{3.104}
\end{equation*}
$$

Using the first inequality in (3.104) together with (3.103) we obtain

$$
u \leq \tilde{u}:=\lim _{n \rightarrow \infty} u_{R}^{n} \leq U_{R} \quad \text { in } B_{R}
$$

Remark that $\tilde{u}$ is radially symmetric. Also, by elliptic regularity we derive that $\tilde{u}$ is a BBUS of (3.101). Thus, by the minimality of $U_{R}$ it follows that $\tilde{u} \equiv U_{R}$, so $U_{R}$ is radially symmetric.

From the second inequality in (3.104) and (3.103) we obtain

$$
U_{R}=\lim _{n \rightarrow \infty} u_{R}^{n} \geq \lim _{n \rightarrow \infty} u_{R+1}^{n}=U_{R+1} \geq u \quad \text { in } B_{R},
$$

so $\left\{U_{R}\right\}$ is nonincreasing. Therefore, $\bar{u}:=\lim _{R \rightarrow \infty} U_{R}$ satisfies $\bar{u}$ is radial, $\bar{u} \geq u$ in $\mathbb{R}^{D}$ and by standard elliptic arguments $\bar{u}$ is a solution of (3.93). This completes the proof of Theorem 3.44.

The uniqueness does not hold in general due to the lack of monotonicity of $f$. If $f$ is strongly oscillating, our problem (3.93) exhibits infinitely many solutions. More precisely we have

Corollary 3.46 Assume that (3.94) holds and f satisfies (3.92), (KO) and that there exists a sequence $\left\{t_{k}\right\} \subset(0, \infty)$ such that $f\left(t_{k}\right)=0$ for all $k \geq 1$ and $\lim _{k \rightarrow \infty}=\infty$.

Then (3.93) has infinitely many solutions.
Proof. Let $f_{k}(t)=f\left(t+t_{k}\right), t \geq 0, k \geq 1$. Then $f_{k} \in C^{1}[0, \infty), f_{k}(0)=0, f_{k} \geq 0$ and $f_{k}$ satisfies $(K O)$. Therefore, by Theorem 3.44 there exists an ELS $v_{k}$ of $\Delta v_{k}=$ $\rho(|x|) f_{k}\left(v_{k}\right)$ in $\mathbb{R}^{D}$. Now, if $u_{k}=v_{k}+t_{k}$ we have that $u_{k}$ is an ELS of (3.93) and $u_{k} \geq t_{k}$. Since $\left\{t_{k}\right\}$ is unbounded, it follows that we have infinitely many solutions of (3.93).

It follows from Theorem 3.44 that any ELS $u$ to (3.93) is sandwiched between two radial ELS $U, V$ to the same equation:

$$
U(|x|) \leq u(x) \leq V(|x|), \quad \text { for all } x \in \mathbb{R}^{D} .
$$

The lower bound $U$ can be chosen to be universal for all ELS to (3.93). However, there need not exist a maximal ELS to (3.93) as we see in the next result.

Corollary 3.47 Consider the equation

$$
\begin{equation*}
\Delta u=\rho(|x|) u^{2}(1+\cos u), u>0 \quad \text { in } \mathbb{R}^{D}, \tag{3.105}
\end{equation*}
$$

where $\rho$ satisfies (3.94). Then:
(a) Equation (3.105) has infinitely many ELS.
(b) Equation (3.105) has a minimal ELS.
(c) Equation (3.105) has no maximal ELS.

Proof. This follows from Corollary 3.46 by taking $f(t)=t^{2}(1+\cos t)$ and $t_{k}=$ $(2 k+1) \pi, k \geq 1$. Finally, if $U$ would be a maximal ELS of (3.105) then $U \geq u_{k} \geq$ $t_{k}=(2 k+1) \pi$ in $\mathbb{R}^{D}$, a contradiction.

### 3.3.3 Uniqueness of Solution

In this section, we establish the uniqueness of radial solution under the hypothesis that $f$ is nondecreasing. In view of Theorem 3.44 this implies the uniqueness in general of a solution to entire large solutions (ELS) of (3.93). More precisely we have:

Theorem 3.48 Assume that $f$ is nondecreasing and satisfies (KO) and (3.92). Assume also that $\rho(r)=C r^{2-D}$ for some $r \geq r_{0}$.

Then (3.93) has a unique ELS.
Proof. By the results in Theorem (3.44) it is enough to prove the uniqueness of a radial ELS to (3.93). We start with the following result.

Lemma 3.1. Let $u_{1}, u_{2}$ be two ELS of (3.93) such that

$$
\lim _{|x| \rightarrow \infty}\left(u_{1}-u_{2}\right)(x)=0 .
$$

Then, $u_{1}=u_{2}$.
Proof. Set $w=u_{1}-u_{2}$ which verifies

$$
\left\{\begin{aligned}
\Delta w & =\rho(|x|) \frac{f\left(u_{1}\right)-f\left(u_{2}\right)}{u_{1}-u_{2}} w & & \text { in } \mathbb{R}^{D} \\
w(x) & \rightarrow 0 & & \text { as } x \rightarrow \infty .
\end{aligned}\right.
$$

Fix $\varepsilon>0$ and let $R>0$ be large enough such that $w(x)<\varepsilon$ for all $|x|>R$. Then

$$
\left\{\begin{array}{cl}
\Delta w=a(x) w & \text { in } B_{R} \\
w \leq \varepsilon & \text { on } \partial B_{R}
\end{array}\right.
$$

where

$$
a(x):= \begin{cases}\rho(|x|) \frac{f\left(u_{1}(x)\right)-f\left(u_{2}(x)\right)}{u_{1}(x)-u_{2}(x)} & \text { if } u_{1}(x) \neq u_{2}(x), \\ \rho(|x|) f^{\prime}\left(u_{1}(x)\right) & \text { if } u_{1}(x)=u_{2}(x) .\end{cases}
$$

Since $f$ is nondecreasing, $a$ is nonnegative. By the Strong Maximum Principle, we have $w \leq \varepsilon$ in $B_{R}$. Hence, $u_{1}-u_{2} \leq \varepsilon$ on $\mathbb{R}^{D}$. Since $\varepsilon>0$ was arbitrarily chosen, we have $u_{1} \leq u_{2}$ in $\mathbb{R}^{D}$. In the same way we obtain $u_{2} \leq u_{1}$ in $\mathbb{R}^{D}$ so $u_{1} \equiv u_{2}$.

Consider $u_{1}, u_{2}$ two radial ELS of (3.93) and let $t=r^{2-D}$. Then $v_{i}(t):=u_{i}(r)$ satisfies

$$
\left\{\begin{array}{rr}
\frac{d^{2} v_{i}}{d t^{2}}(t)=C_{0} f\left(v_{i}(t)\right) & \text { for all } 0<t \leq t_{0}=r_{0}^{1 /(2-D)}  \tag{3.106}\\
v_{i}(t) & \rightarrow+\infty,
\end{array}\right.
$$

We multiply (3.106) by $v_{i}^{\prime}$ and we integrate over $\left[t, t_{0}\right]$. We obtain, for $i=1,2$

$$
v_{i}^{\prime 2}(t)=2 c_{0}\left(F\left(v_{i}(t)\right)+C_{i}\right) \quad \text { for all } 0<t \leq t_{0},
$$

where $C_{i}=v_{i}^{\prime 2}\left(t_{0}\right)-F\left(v_{i}\left(t_{0}\right)\right), i=1,2$. Thus,

$$
\frac{-v_{1}^{\prime}}{\sqrt{F\left(v_{1}\right)+C_{1}}}=\frac{-v_{2}^{\prime}}{\sqrt{F\left(v_{2}\right)+C_{2}}}
$$

Integrating between 0 and $t$ we find

$$
\int_{v_{1}(t)}^{\infty} \frac{d s}{\sqrt{F(s)+C_{1}}}=\int_{v_{2}(t)}^{\infty} \frac{d s}{\sqrt{F(s)+C_{2}}}
$$

Without loss of generality, we assume that $v_{2} \geq v_{1}$. Then,

$$
\int_{v_{1}(t)}^{v_{2}(t)} \frac{d s}{\sqrt{F(s)+C_{1}}}=\int_{v_{2}(t)}^{\infty} \frac{\sqrt{F(s)+C_{1}}-\sqrt{F(s)+C_{2}}}{\sqrt{\left(F(s)+C_{1}\right)\left(F(s)+C_{2}\right)}} d s .
$$

Since $F$ is increasing, we have

$$
\frac{v_{2}(t)-v_{1}(t)}{\sqrt{F\left(v_{2}(t)\right)+C_{1}}} \leq \int_{v_{2}(t)}^{\infty} \frac{C}{F(s)^{3 / 2}} d s \leq \frac{C}{\sqrt{F\left(v_{2}(t)\right)}} \int_{v_{2}(t)}^{\infty} \frac{1}{F(s)} d s
$$

This implies

$$
0 \leq v_{2}(t)-v_{1}(t) \leq C \int_{v_{2}(t)}^{\infty} \frac{1}{F(s)} d s \rightarrow 0 \text { as } t \rightarrow 0^{+}
$$

This implies $u_{2}(r)-u_{1}(r) \rightarrow 0$ as $r \rightarrow \infty$. By Lemma 3.1 we now obtain $u_{1} \equiv u_{2}$ so (3.93) has a unique solution.

### 3.4 Elliptic Equations with Absorption

Consider the problem

$$
\begin{cases}\Delta u+q(x)|\nabla u|^{a}=p(x) f(u) & \text { in } \Omega,  \tag{3.107}\\ u \geq 0, u \not \equiv 0 & \text { in } \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ is a smooth domain (bounded or possibly unbounded) with compact (possibly empty) boundary. We assume that $a \leq 2$ is a positive real number, $p, q$ are nonnegative functions such that $p \not \equiv 0, p, q \in C^{0, \alpha}(\bar{\Omega})$ if $\Omega$ is bounded, and $p, q \in C_{\mathrm{loc}}^{0, \alpha}(\Omega)$ otherwise. Throughout this section (see [91]) we assume that the nonlinearity $f$ fulfills the following conditions:

$$
\begin{align*}
& f \in C^{1}[0, \infty), f^{\prime} \geq 0, f(0)=0 \text { and } f>0 \text { on }(0, \infty) .  \tag{f1}\\
& \int_{1}^{\infty}[F(t)]^{-1 / 2} d t<\infty, \quad \text { where } \quad F(t)=\int_{0}^{t} f(s) d s . \\
& \frac{F(t)}{f^{2 / a}(t)} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
\end{align*}
$$

Cf. Véron [199], $f$ is called an absorption term. The above conditions hold provided that $f(t)=t^{k}, k>1$ and $0<a<\frac{2 r}{r+1}(<2)$, or $f(t)=e^{t}-1$, or $f(t)=e^{t}-t$ and $a<2$. We observe that by $(f 1)$ and $(f 3)$ it follows that $f / F^{a / 2} \geq \beta>0$ for $t$ large enough, that is, $\left(F^{1-a / 2}\right)^{\prime} \geq \beta>0$ for $t$ large enough which yields $0<a \leq 2$. We also deduce that conditions $(f 2)$ and $(f 3)$ imply $\int_{1}^{\infty} f^{-1 / a}(t) d t<\infty$.

We are mainly interested in finding properties of large (explosive) solutions of (3.107), that is solutions $u$ satisfying $u(x) \rightarrow \infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$ (if $\Omega \not \equiv \mathbb{R}^{N}$ ), or $u(x) \rightarrow \infty$ as $|x| \rightarrow \infty$ (if $\Omega=\mathbb{R}^{N}$ ). In the latter case the solution is called an entire large (explosive) solution.

Problems of this type appear in stochastic control theory and were first studied by Lasry and Lions [129]. The corresponding parabolic equation was considered in Quittner [167] and in Galaktionov and Vázquez [80]. In terms of the dynamic programming approach, an explosive solution of (3.107) corresponds to a value function (or Bellman function) associated to an infinite exit cost (see Lasry and Lions [129]).

Bandle and Giarrusso [11] studied the existence of a large solution of problem (3.107) in the case $p \equiv 1, q \equiv 1$ and $\Omega$ bounded. Lair and Wood [126] studied the
sublinear case corresponding to $p \equiv 1$, while Cîrstea and Rădulescu [42] proved the existence of large solutions to (3.107) in the case $q \equiv 0$.

As observed by Bandle and Giarrusso [11], the simplest case is $a=2$, which can be reduced to a problem without gradient term. Indeed, if $u$ is a solution of (3.107) for $q \equiv 1$, then the function $v=e^{u}$ (Gelfand transformation) satisfies

$$
\begin{cases}\Delta v=p(x) v f(\ln v) & \text { in } \Omega \\ v(x) \rightarrow+\infty & \text { if } \operatorname{dist}(x, \partial \Omega) \rightarrow 0\end{cases}
$$

We shall therefore mainly consider the case where $0<a<2$.
The main results in this section are due to Ghergu, Niculescu, and Rădulescu [87]. These results generalize those obtained by Cîrstea and Rădulescu [42] in the case of the presence of a convection (gradient) term.

Our first result concerns the existence of a large solution to problem (3.107) when $\Omega$ is bounded.

Theorem 3.49 Suppose that $\Omega$ is bounded and assume that p satisfies
( $p 1$ ) for every $x_{0} \in \Omega$ with $p\left(x_{0}\right)=0$, there exists a domain $\Omega_{0} \ni x_{0}$ such that $\overline{\Omega_{0}} \subset \Omega$ and $p>0$ on $\partial \Omega_{0}$.

Then problem (3.107) has a positive large solution.
A crucial role in the proof of the above result is played by the following auxiliary result (see Ghergu, Niculescu, and Rădulescu [87]).

Lemma 3.50 Let $\Omega$ be a bounded domain. Assume that $p, q \in C^{0, \alpha}(\bar{\Omega})$ are nonnegative functions, $0<a<2$ is a real number, $f$ satisfies $(f 1)$ and $g: \partial \Omega \rightarrow(0, \infty)$ is continuous. Then the boundary value problem

$$
\begin{cases}\Delta u+q(x)|\nabla u|^{a}=p(x) f(u), & \text { in } \Omega  \tag{3.108}\\ u=g, & \text { on } \partial \Omega \\ u \geq 0, u \not \equiv 0, & \text { in } \Omega\end{cases}
$$

has a classical solution. If $p$ is positive, then the solution is unique.
Sketch of the proof of Theorem 3.49. By Lemma 3.50, the boundary value problem

$$
\begin{cases}\Delta v_{n}+q(x)\left|\nabla v_{n}\right|^{a}=\left(p(x)+\frac{1}{n}\right) f\left(v_{n}\right), & \text { in } \Omega \\ v_{n}=n, & \text { on } \partial \Omega \\ v_{n} \geq 0, v_{n} \not \equiv 0, & \text { in } \Omega\end{cases}
$$

has a unique positive solution, for any $n \geq 1$. Next, by the maximum principle, the sequence $\left\{v_{n}\right\}$ is nondecreasing and is bounded from below in $\Omega$ by a positive function.

To conclude the proof, it is sufficient to show that
(a) for all $x_{0} \in \Omega$ there exists an open set $\mathscr{O} \subset \subset \Omega$ which contains $x_{0}$ and $M_{0}=$ $M_{0}\left(x_{0}\right)>0$ such that $v_{n} \leq M_{0}$ in $\mathscr{O}$ for all $n \geq 1$;
(b) $\lim _{x \rightarrow \partial \Omega} v(x)=\infty$, where $v(x)=\lim _{n \rightarrow \infty} v_{n}(x)$.

We observe that the statement $(a)$ shows that the sequence $\left(v_{n}\right)$ is uniformly bounded on every compact subset of $\Omega$. Standard elliptic regularity arguments (see Gilbarg and Trudinger [99]) show that $v$ is a solution of problem (3.107). Then, by (b), it follows that $v$ is a large solution of problem (3.107).

To prove ( $a$ ) we distinguish two cases:
Case $p\left(x_{0}\right)>0$. By the continuity of $p$, there exists a ball $B=B\left(x_{0}, r\right) \subset \subset \Omega$ such that

$$
m_{0}:=\min \{p(x) ; x \in \bar{B}\}>0
$$

Let $w$ be a positive solution of the problem

$$
\begin{cases}\Delta w+q(x)|\nabla w|^{a}=m_{0} f(w), & \text { in } B \\ w(x) \rightarrow \infty, & \text { as } x \rightarrow \partial B\end{cases}
$$

The existence of $w$ follows by considering the problem

$$
\begin{cases}\Delta w_{n}+q(x)\left|\nabla w_{n}\right|^{a}=m_{0} f\left(w_{n}\right), & \text { in } B \\ w_{n}=n, & \text { on } \partial B\end{cases}
$$

The maximum principle implies $w_{n} \leq w_{n+1} \leq \theta$, where

$$
\begin{cases}\Delta \theta+\|q\|_{L^{\infty}}|\nabla \theta|^{a}=m_{0} f(\theta), & \text { in } B \\ \theta(x) \rightarrow \infty, & \text { as } x \rightarrow \partial B\end{cases}
$$

Standard arguments show that $v_{n} \leq w$ in $B$. Furthermore, $w$ is bounded in $\overline{B\left(x_{0}, r / 2\right)}$. Setting $M_{0}=\sup _{\mathscr{O}} w$, where $\mathscr{O}=B\left(x_{0}, r / 2\right)$, we obtain (a).
Case $p\left(x_{0}\right)=0$. Our hypothesis $(p 1)$ and the boundedness of $\Omega$ imply the existence of a domain $\mathscr{O} \subset \subset \Omega$ which contains $x_{0}$ such that $p>0$ on $\partial \mathscr{O}$. The above case shows that for any $x \in \partial \mathscr{O}$ there exist a ball $B\left(x, r_{x}\right)$ strictly contained in $\Omega$ and a constant $M_{x}>0$ such that $v_{n} \leq M_{x}$ on $B\left(x, r_{x} / 2\right)$, for any $n \geq 1$. Since $\partial \mathscr{O}$ is compact, it follows that it may be covered by a finite number of such balls, say $B\left(x_{i}, r_{x_{i}} / 2\right)$,
$i=1, \cdots, k_{0}$. Setting $M_{0}=\max \left\{M_{x_{1}}, \cdots, M_{x_{k_{0}}}\right\}$ we have $v_{n} \leq M_{0}$ on $\partial \mathscr{O}$, for any $n \geq 1$. Applying the maximum principle we obtain $v_{n} \leq M_{0}$ in $\mathscr{O}$ and (a) follows.

Let $z$ be the unique function satisfying $-\Delta z=p(x)$ in $\Omega$ and $z=0$, on $\partial \Omega$. Moreover, by the maximum principle, we have $z>0$ in $\Omega$. We first observe that for proving $(b)$ it is sufficient to show that

$$
\begin{equation*}
\int_{v(x)}^{\infty} \frac{d t}{f(t)} \leq z(x) \quad \text { for any } x \in \Omega \tag{3.109}
\end{equation*}
$$

By [42, Lemma 1], the left-hand side of (3.109) is well defined in $\Omega$. We choose $R>0$ so that $\bar{\Omega} \subset B(0, R)$ and fix $\varepsilon>0$. Since $v_{n}=n$ on $\partial \Omega$, let $n_{1}=n_{1}(\varepsilon)$ be such that

$$
\begin{equation*}
n_{1}>\frac{1}{\varepsilon(N-3)\left(1+R^{2}\right)^{-1 / 2}+3 \varepsilon\left(1+R^{2}\right)^{-5 / 2}} \tag{3.110}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{v_{n}(x)}^{\infty} \frac{d t}{f(t)} \leq z(x)+\varepsilon\left(1+|x|^{2}\right)^{-1 / 2} \quad \forall x \in \partial \Omega, \forall n \geq n_{1} \tag{3.111}
\end{equation*}
$$

In order to prove (3.109), it is enough to show that

$$
\begin{equation*}
\int_{v_{n}(x)}^{\infty} \frac{d t}{f(t)} \leq z(x)+\varepsilon\left(1+|x|^{2}\right)^{-1 / 2} \quad \forall x \in \Omega, \forall n \geq n_{1} \tag{3.112}
\end{equation*}
$$

Indeed, taking $n \rightarrow \infty$ in (3.112) we deduce (3.109), since $\varepsilon>0$ is arbitrarily chosen. Assume now, by contradiction, that (3.112) fails. Then

$$
\max _{x \in \bar{\Omega}}\left\{\int_{v_{n}(x)}^{\infty} \frac{d t}{f(t)}-z(x)-\varepsilon\left(1+|x|^{2}\right)^{-1 / 2}\right\}>0
$$

Using (3.111) we see that the point where the maximum is achieved must lie in $\Omega$. A straightforward computation shows that at this point, say $x_{0}$, we have

$$
0 \geq \Delta\left(\int_{v_{n}(x)}^{\infty} \frac{d t}{f(t)}-z(x)-\varepsilon\left(1+|x|^{2}\right)^{-1 / 2}\right)_{\mid x=x_{0}}>0
$$

This contradiction shows that inequality (3.111) holds and the proof of Theorem 3.49 is complete.

Similar arguments based on the maximum principle and the approximation of large balls $B(0, n)$ imply the following existence result.

Theorem 3.51 Assume that $\Omega=\mathbb{R}^{N}$ and that problem (3.107) has at least one solution. Suppose that $p$ satisfies the condition
$(p 1)^{\prime} \quad$ There exists a sequence of smooth bounded domains $\left(\Omega_{n}\right)_{n \geq 1}$ such that $\overline{\Omega_{n}} \subset \Omega_{n+1}, \mathbb{R}^{N}=\cup_{n=1}^{\infty} \Omega_{n}$, and ( $p 1$ ) holds in $\Omega_{n}$, for any $n \geq 1$.

Then there exists a classical solution $U$ of (3.107) which is a maximal solution if p is positive.

Assume that $p$ verifies the additional condition

$$
\begin{equation*}
\int_{0}^{\infty} r \Phi(r) d r<\infty, \quad \text { where } \Phi(r)=\max \{p(x):|x|=r\} \tag{p2}
\end{equation*}
$$

Then $U$ is an entire large solution of (3.107).
We now consider the case in which $\Omega \neq \mathbb{R}^{N}$ and $\Omega$ is unbounded. We say that a large solution $u$ of (3.107) is regular if $u$ tends to zero at infinity. In [141, Theorem 3.1] Marcus proved for this case (and if $q=0$ ) the existence of regular large solutions to problem (3.107) by assuming that there exist $\gamma>1$ and $\beta>0$ such that

$$
\liminf _{t \rightarrow 0} f(t) t^{-\gamma}>0 \quad \text { and } \quad \liminf _{|x| \rightarrow \infty} p(x)|x|^{\beta}>0
$$

The large solution constructed in Marcus [141] is the smallest large solution of problem (3.107). In the next result we show that problem (3.107) admits a maximal classical solution $U$ and that $U$ blows-up at infinity if $\Omega=\mathbb{R}^{N} \backslash \overline{B(0, R)}$.

Theorem 3.52 Suppose that $\Omega \neq \mathbb{R}^{N}$ is unbounded and that problem (3.107) has at least a solution. Assume that p satisfies condition $(p 1)^{\prime}$ in $\Omega$. Then there exists a classical solution $U$ of problem (3.107) which is a maximal solution if $p$ is positive.

If $\Omega=\mathbb{R}^{N} \backslash \overline{B(0, R)}$ and $p$ satisfies the additional condition $(p 2)$, with $\Phi(r)=0$ for $r \in[0, R]$, then the solution $U$ of (3.107) is a large solution that blows-up at infinity.

We refer to Ghergu, Niculescu and Rădulescu [87] for complete proofs of Theorems 3.51 and 3.52.

A useful observation is given in the following property.

Remark 18 Assume that $p \in C\left(\mathbb{R}^{N}\right)$ is a nonnegative and nontrivial function which satisfies ( $p 2$ ). Let $f$ be a function satisfying assumption $(f 1)$. Then condition

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d t}{f(t)}<\infty \tag{3.113}
\end{equation*}
$$

is necessary for the existence of entire large solutions to (3.107).
Indeed, let $u$ be an entire large solution of problem (3.107). Define

$$
\bar{u}(r)=\frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r}\left(\int_{a_{0}}^{u(x)} \frac{d t}{f(t)}\right) d S=\frac{1}{\omega_{N}} \int_{|\xi|=1}\left(\int_{a_{0}}^{u(r \xi)} \frac{d t}{f(t)}\right) d S
$$

where $\omega_{N}$ denotes the surface area of the unit sphere in $\mathbb{R}^{N}$ and $a_{0}$ is chosen such that $a_{0} \in\left(0, u_{0}\right)$, where $u_{0}=\inf _{\mathbb{R}^{N}} u>0$. By the divergence theorem we have

$$
\bar{u}^{\prime}(r)=\frac{1}{\omega_{N} r^{N-1}} \int_{B(0, r)} \Delta\left(\int_{a_{0}}^{u(x)} \frac{d t}{f(t)}\right) d x .
$$

Since $u$ is a positive classical solution it follows that

$$
\left|\bar{u}^{\prime}(r)\right| \leq C r \rightarrow 0 \quad \text { as } r \rightarrow 0
$$

On the other hand

$$
\omega_{N}\left(R^{N-1} \bar{u}^{\prime}(R)-r^{N-1} \bar{u}^{\prime}(r)\right)=\int_{r}^{R}\left(\int_{|x|=z} \Delta\left(\int_{a_{0}}^{u(x)} \frac{d t}{f(t)}\right) d S\right) d z .
$$

Dividing by $R-r$ and taking $R \rightarrow r$ we find

$$
\begin{aligned}
\omega_{N}\left(r^{N-1} \bar{u}^{\prime}(r)\right)^{\prime} & =\int_{|x|=r} \Delta\left(\int_{a_{0}}^{u(x)} \frac{d t}{f(t)}\right) d S=\int_{|x|=r} \operatorname{div}\left(\frac{1}{f(u(x))} \nabla u(x)\right) d S \\
& =\int_{|x|=r}\left[\left(\frac{1}{f}\right)^{\prime}(u(x)) \cdot|\nabla u(x)|^{2}+\frac{1}{f(u(x))} \Delta u(x)\right] d S \\
& \leq \int_{|x|=r} \frac{p(x) f(u(x))}{f(u(x))} d S \leq \omega_{N} r^{N-1} \Phi(r) .
\end{aligned}
$$

The above inequality yields by integration

$$
\begin{equation*}
\bar{u}(r) \leq \bar{u}(0)+\int_{0}^{r} \sigma^{1-N}\left(\int_{0}^{\sigma} \tau^{N-1} \Phi(\tau) d \tau\right) d \sigma \quad \text { for all } r \geq 0 \tag{3.114}
\end{equation*}
$$

On the other hand, according to $(p 2)$, for all $r>0$ we have

$$
\begin{aligned}
\int_{0}^{r} \sigma^{1-N} & \left(\int_{0}^{\sigma} \tau^{N-1} \Phi(\tau) d \tau\right) d \sigma \\
& =\frac{1}{2-N} r^{2-N} \int_{0}^{r} \tau^{N-1} \Phi(\tau) d \tau-\frac{1}{2-N} \int_{0}^{r} \sigma \Phi(\sigma) d \sigma \\
& \leq \frac{1}{N-2} \int_{0}^{\infty} r \Phi(r) d r<\infty
\end{aligned}
$$

So, by (3.114), $\bar{u}(r) \leq \bar{u}(0)+K$, for all $r \geq 0$. The last inequality implies that $\bar{u}$ is bounded and assuming that (3.113) is not fulfilled it follows that $u$ cannot be a large solution.

We point out that the hypothesis $(p 2)$ on $p$ is essential in the statement of Remark 18. Indeed, let us consider $f(t)=t, p \equiv 1, \alpha \in(0,1), q(x)=2^{\alpha-2} \cdot|x|^{\alpha}, a=2-\alpha \in$ $(1,2)$. Then the corresponding problem has the entire large solution $u(x)=|x|^{2}+$ $2 N$, but (3.113) is not fulfilled.

### 3.5 Lack of the Keller-Osserman Condition

We have already seen that if $f$ is smooth and increasing on $[0, \infty)$ such that $f(0)=0$ and $f>0$ in $(0, \infty)$, then the problem

$$
\begin{cases}\Delta u=f(u) & \text { in } \Omega, \\ u>0 & \text { in } \Omega \\ u=+\infty & \text { on } \partial \Omega\end{cases}
$$

has a solution if and only if the Keller-Osserman condition $\int_{1}^{\infty}[F(t)]^{-1 / 2} d t<\infty$ is fulfilled, where $F(t)=\int_{0}^{t} f(s) d s$. In particular, this implies that $f$ must have a superlinear growth. In this section we are concerned with the problem

$$
\begin{cases}\Delta u+|\nabla u|=p(x) f(u) & \text { in } \Omega,  \tag{3.115}\\ u \geq 0 & \text { in } \Omega\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 3)$ is either a smooth bounded domain or the whole space. Our main assumption on $f$ is that it has a sublinear growth, so we cannot expect that problem (3.115) admits a blow-up boundary solution. Our main purpose in this section is to establish a necessary and sufficient condition on the variable potential $p(x)$ for the existence of an entire large solution.

Throughout this section we assume that $p$ is a nonnegative function such that $p \in C^{0, \alpha}(\bar{\Omega})(0<\alpha<1)$ if $\Omega$ is bounded, and $p \in C_{\text {loc }}^{0, \alpha}\left(\mathbb{R}^{N}\right)$ otherwise. The nondecreasing nonlinearity $f \in C_{\text {loc }}^{0, \alpha}[0, \infty)$ fulfills $f(0)=0$ and $f>0$ on $(0, \infty)$. We also assume that $f$ is sublinear at infinity, in the sense that $\Lambda:=\sup _{s \geq 1} \frac{f(s)}{s}<\infty$.

If $\Omega$ is bounded we prove the following nonexistence result.
Theorem 3.53 Suppose that $\Omega \subset \mathbb{R}^{N}$ is a smooth bounded domain. Then problem (3.115) has no positive large solution in $\Omega$.

Proof. Suppose by contradiction that problem (3.115) has a positive large solution $u$ and define $v(x)=\ln (1+u(x)), x \in \Omega$. It follows that $v$ is positive and $v(x) \rightarrow \infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$. We have

$$
\Delta v=\frac{1}{1+u} \Delta u-\frac{1}{(1+u)^{2}}|\nabla u|^{2} \quad \text { in } \Omega
$$

and so

$$
\Delta v \leq p(x) \frac{f(u)}{1+u} \leq\|p\|_{\infty} \frac{f(u)}{1+u} \leq A \quad \text { in } \Omega
$$

for some constant $A>0$. Therefore

$$
\Delta\left(v(x)-A|x|^{2}\right)<0, \quad \text { for all } x \in \Omega .
$$

Let $w(x)=v(x)-A|x|^{2}, x \in \Omega$. Then $\Delta w<0$ in $\Omega$. Moreover, since $\Omega$ is bounded, it follows that $w(x) \rightarrow \infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$.

Let $M>0$ be arbitrary. We claim that $w \geq M$ in $\Omega$. For all $\delta>0$, we set

$$
\Omega_{\delta}=\{x \in \Omega ; \operatorname{dist}(x, \partial \Omega)>\delta\} .
$$

Since $w(x) \rightarrow \infty$ as $\operatorname{dist}(x, \partial \Omega) \rightarrow 0$, we can choose $\delta>0$ such that

$$
\begin{equation*}
w(x) \geq M \quad \text { for all } x \in \Omega \backslash \Omega_{\delta} . \tag{3.116}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
-\Delta(w(x)-M)>0 & \text { in } \Omega_{\delta} \\
w(x)-M \geq 0 & \text { on } \partial \Omega_{\delta} .
\end{aligned}
$$

By the maximum principle we get $w(x)-M \geq 0$ in $\Omega_{\delta}$. So, by (3.116), $w \geq M$ in $\Omega$. Since $M>0$ is arbitrary, it follows that $w \geq n$ in $\Omega$, for all $n \geq 1$. Obviously, this is a contradiction and the proof is now complete.

Next, we consider the problem (3.115) when $\Omega=\mathbb{R}^{N}$. For all $r \geq 0$ we set

$$
\phi(r)=\max _{|x|=r} p(x), \quad \psi(r)=\min _{|x|=r} p(x), \quad \text { and } \quad h(r)=\phi(r)-\psi(r)
$$

We suppose that

$$
\begin{equation*}
\int_{0}^{\infty} r h(r) \Psi(r) d r<\infty \tag{3.117}
\end{equation*}
$$

where

$$
\Psi(r)=\exp \left(\Lambda_{N} \int_{0}^{r} s \psi(s) d s\right), \quad \Lambda_{N}=\frac{\Lambda}{N-2}
$$

Obviously, if $p$ is radial then $h \equiv 0$ and (3.117) occurs. Assumption (3.117) shows that the variable potential $p(x)$ has a slow variation. An example of nonradial potential for which (3.117) holds is $p(x)=\frac{1+\left|x_{1}\right|^{2}}{\left(1+\left|x_{1}\right|^{2}\right)\left(1+|x|^{2}\right)+1}$. In this case $\phi(r)=\frac{r^{2}+1}{\left(r^{2}+1\right)^{2}+1}$ and $\psi(r)=\frac{1}{r^{2}+2}$. If $\Lambda_{N}=1$, by direct computation we get $r h(r) \Psi(r)=O\left(r^{-2}\right)$ as $r \rightarrow \infty$ and so (3.117) holds.

Theorem 3.54 Assume $\Omega=\mathbb{R}^{N}$ and $p$ satisfies (3.117). Then problem (3.115) has a positive entire large solution if and only if

$$
\begin{equation*}
\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t=\infty \tag{3.118}
\end{equation*}
$$

Proof. Several times in the proof of Theorem 3.54 we shall apply the following elementary inequality:

$$
\begin{equation*}
\int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} g(s) d s d t \leq \frac{1}{N-2} \int_{0}^{r} t g(t) d t, \quad \forall r>0 \tag{3.119}
\end{equation*}
$$

for any continuous function $g:[0, \infty) \rightarrow[0, \infty)$. The proof follows easily by integration by parts.

Necessary condition. Suppose that (3.117) fails and (3.115) has a positive entire large solution $u$. We claim that

$$
\begin{equation*}
\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) d s d t<\infty \tag{3.120}
\end{equation*}
$$

We first recall that $\phi=h+\psi$. Thus

$$
\begin{aligned}
\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) d s d t= & \int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t \\
& +\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} h(s) d s d t
\end{aligned}
$$

By virtue of (3.119) we find

$$
\begin{aligned}
\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) d s d t & \leq \int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t+\frac{\int_{0}^{\infty} t h(t) d t}{N-2} \\
& \leq \int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t+\frac{\int_{0}^{\infty} t h(t) \Psi(t) d t}{N-2}
\end{aligned}
$$

Since $\int_{1}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t<\infty$, by (3.117) we deduce (3.120).
Now, let $\bar{u}$ be the spherical average of $u$, that is,

$$
\bar{u}(r)=\frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r} u(x) d \sigma_{x}, \quad r \geq 0
$$

where $\omega_{N}$ is the surface area of the unit sphere in $\mathbb{R}^{N}$. Since $u$ is a positive entire large solution of (3.107) it follows that $\bar{u}$ is positive and $\bar{u}(r) \rightarrow \infty$ as $r \rightarrow \infty$. With the change of variable $x \rightarrow r y$, we have

$$
\bar{u}(r)=\frac{1}{\omega_{N}} \int_{|y|=1} u(r y) d \sigma_{y}, \quad r \geq 0
$$

and

$$
\begin{equation*}
\bar{u}^{\prime}(r)=\frac{1}{\omega_{N}} \int_{|y|=1} \nabla u(r y) \cdot y d \sigma_{y}, \quad r \geq 0 \tag{3.121}
\end{equation*}
$$

Hence

$$
\bar{u}^{\prime}(r)=\frac{1}{\omega_{N}} \int_{|y|=1} \frac{\partial u}{\partial r}(r y) d \sigma_{y}=\frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r} \frac{\partial u}{\partial r}(x) d \sigma_{x},
$$

that is

$$
\begin{equation*}
\bar{u}^{\prime}(r)=\frac{1}{\omega_{N} r^{N-1}} \int_{B(0, R)} \Delta u(x) d x, \quad \text { for all } r \geq 0 \tag{3.122}
\end{equation*}
$$

Due to the gradient term $|\nabla u|$ in (3.107), we cannot infer that $\Delta u \geq 0$ in $\mathbb{R}^{N}$ and so we cannot expect that $\bar{u}^{\prime} \geq 0$ in $[0, \infty)$. We define the auxiliary function

$$
\begin{equation*}
U(r)=\max _{0 \leq t \leq r} \bar{u}(t), \quad r \geq 0 \tag{3.123}
\end{equation*}
$$

Then $U$ is positive and nondecreasing. Moreover, $U \geq \bar{u}$ and $U(r) \rightarrow \infty$ as $r \rightarrow \infty$.
The assumptions $(f 1)$ and $(f 2)$ yield $f(t) \leq \Lambda(1+t)$, for all $t \geq 0$. So, by (3.121) and (3.122) we have

$$
\begin{aligned}
\bar{u}^{\prime \prime}+\frac{N-1}{r} \bar{u}^{\prime}+\bar{u}^{\prime} & \leq \frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r}[\Delta u(x)+|\nabla u|(x)] d \sigma_{x} \\
& =\frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r} p(r) f(u(x)) d \sigma_{x} \\
& \leq \Lambda \phi(r) \frac{1}{\omega_{N} r^{N-1}} \int_{|x|=r}(1+u(x)) d \sigma_{x} \\
& =\Lambda \phi(r)(1+\bar{u}(r)) \leq \Lambda \phi(r)(1+U(r))
\end{aligned}
$$

for all $r \geq 0$. It follows that

$$
\left(r^{N-1} e^{r} \bar{u}^{\prime}\right)^{\prime} \leq \Lambda e^{r} r^{N-1} \phi(r)(1+U(r)), \quad \text { for all } r \geq 0
$$

So, for all $r \geq r_{0}>0$,

$$
\bar{u}(r) \leq \bar{u}\left(r_{0}\right)+\Lambda \int_{r_{0}}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s)(1+U(s)) d s d t
$$

The monotonicity of $U$ implies

$$
\begin{equation*}
\bar{u}(r) \leq \bar{u}\left(r_{0}\right)+\Lambda(1+U(r)) \int_{r_{0}}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) d s d t \tag{3.124}
\end{equation*}
$$

for all $r \geq r_{0} \geq 0$. By (3.120) we can choose $r_{0} \geq 1$ such that

$$
\begin{equation*}
\int_{r_{0}}^{\infty} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) d s d t<\frac{1}{2 \Lambda} . \tag{3.125}
\end{equation*}
$$

Thus (3.124) and (3.125) yield

$$
\begin{equation*}
\bar{u}(r) \leq \bar{u}\left(r_{0}\right)+\frac{1}{2}(1+U(r)), \quad \text { for all } r \geq r_{0} \tag{3.126}
\end{equation*}
$$

By the definition of $U$ and $\lim _{r \rightarrow \infty} \bar{u}(r)=\infty$, we find $r_{1} \geq r_{0}$ such that

$$
\begin{equation*}
U(r)=\max _{r_{0} \leq t \leq r} \bar{u}(r), \quad \text { for all } r \geq r_{1} . \tag{3.127}
\end{equation*}
$$

Considering now (3.126) and (3.127) we obtain

$$
U(r) \leq \bar{u}\left(r_{0}\right)+\frac{1}{2}(1+U(r)), \quad \text { for all } r \geq r_{1}
$$

Hence

$$
U(r) \leq 2 \bar{u}\left(r_{0}\right)+1, \quad \text { for all } r \geq r_{1}
$$

This means that $U$ is bounded, so $u$ is also bounded, a contradiction. It follows that (3.107) has no positive entire large solutions.

Sufficient condition. We need the following auxiliary comparison result.
Lemma 3.55 Assume that (3.117) and (3.118) hold. Then the equations

$$
\begin{equation*}
\Delta v+|\nabla v|=\phi(|x|) f(v) \quad \Delta w+|\nabla w|=\psi(|x|) f(w) \tag{3.128}
\end{equation*}
$$

have positive entire large solution such that

$$
\begin{equation*}
v \leq w \quad \text { in } \mathbb{R}^{N} \tag{3.129}
\end{equation*}
$$

Proof. Radial solutions of (3.128) satisfy

$$
v^{\prime \prime}+\frac{N-1}{r} v^{\prime}+\left|v^{\prime}\right|=\phi(r) f(v)
$$

and

$$
w^{\prime \prime}+\frac{N-1}{r} w^{\prime}+\left|w^{\prime}\right|=\psi(r) f(w) .
$$

Assuming that $v^{\prime}$ and $w^{\prime}$ are nonnegative, we deduce

$$
\left(e^{r} r^{N-1} v^{\prime}\right)^{\prime}=e^{r} r^{N-1} \phi(r) f(v)
$$

and

$$
\left(e^{r} r^{N-1} w^{\prime}\right)^{\prime}=e^{r} r^{N-1} \psi(r) f(w)
$$

Thus any positive solutions $v$ and $w$ of the integral equations

$$
\begin{align*}
& v(r)=1+\int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \phi(s) f(v(s)) d s d t, \quad r \geq 0  \tag{3.130}\\
& w(r)=b+\int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f(w(s)) d s d t, \quad r \geq 0 \tag{3.131}
\end{align*}
$$

provide a solution of (3.128), for any $b>0$. Since $w \geq b$, it follows that $f(w) \geq$ $f(b)>0$ which yields

$$
w(r) \geq b+f(b) \int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) d s d t, \quad r \geq 0
$$

By (3.118), the right-hand side of this inequality goes to $+\infty$ as $r \rightarrow \infty$. Thus $w(r) \rightarrow \infty$ as $r \rightarrow \infty$. With a similar argument we find $v(r) \rightarrow \infty$ as $r \rightarrow \infty$.

Let $b>1$ be fixed. We first show that (3.131) has a positive solution. Similarly, (3.130) has a positive solution.

Let $\left\{w_{k}\right\}$ be the sequence defined by $w_{1}=b$ and

$$
\begin{equation*}
w_{k+1}(r)=b+\int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f\left(w_{k}(s)\right) d s d t, \quad k \geq 1 \tag{3.132}
\end{equation*}
$$

We remark that $\left\{w_{k}\right\}$ is a nondecreasing sequence. To get the convergence of $\left\{w_{k}\right\}$ we will show that $\left\{w_{k}\right\}$ is bounded from above on bounded subsets. To this aim, we fix $R>0$ and we prove that

$$
\begin{equation*}
w_{k}(r) \leq b e^{M r}, \quad \text { for any } 0 \leq r \leq R, \text { and for all } k \geq 1 \tag{3.133}
\end{equation*}
$$

where $M \equiv \Lambda_{N} \max _{t \in[0, R]} t \psi(t)$.
We achieve (3.133) by induction. We first notice that (3.133) is true for $k=1$. Furthermore, the assumption $(f 2)$ and the fact that $w_{k} \geq 1$ lead us to $f\left(w_{k}\right) \leq \Lambda w_{k}$, for all $k \geq 1$. So, by (3.132),

$$
w_{k+1}(r) \leq b+\Lambda \int_{0}^{r} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) w_{k}(s) d s d t, \quad r \geq 0
$$

Using now (3.119) (for $g(t)=\psi(t) w_{k}(t)$ ) we deduce

$$
w_{k+1}(r) \leq b+\Lambda_{N} \int_{0}^{r} t \psi(t) w_{k}(t) d t, \quad \forall r \in[0, R]
$$

The induction hypothesis yields

$$
w_{k+1}(r) \leq b+b M \int_{0}^{r} e^{M t} d t=b e^{M r}, \quad \forall r \in[0, R] .
$$

Hence, by induction, the sequence $\left\{w_{k}\right\}$ is bounded in $[0, R]$, for any $R>0$. It follows that $w(r)=\lim _{k \rightarrow \infty} w_{k}(r)$ is a positive solution of (3.131). In a similar way we conclude that (3.130) has a positive solution on $[0, \infty)$.

The next step is to show that the constant $b$ may be chosen sufficiently large so that (3.129) holds. More exactly, if

$$
\begin{equation*}
b>1+K \Lambda_{N} \int_{0}^{\infty} \operatorname{sh}(s) \Psi(s) d s \tag{3.134}
\end{equation*}
$$

where $K=\exp \left(\Lambda_{N} \int_{0}^{\infty} t h(t) d t\right)$, then (3.129) occurs.
We first prove that the solution $v$ of (3.130) satisfies

$$
\begin{equation*}
v(r) \leq K \Psi(r), \quad \forall r \geq 0 \tag{3.135}
\end{equation*}
$$

Since $v \geq 1$, from $(f 2)$ we have $f(v) \leq \Lambda v$. We use this fact in (3.130) and then we apply the estimate (3.119) for $g=\phi$. It follows that

$$
\begin{equation*}
v(r) \leq 1+\Lambda_{N} \int_{0}^{r} s \phi(s) v(s) d s, \quad \forall r \geq 0 \tag{3.136}
\end{equation*}
$$

By Gronwall's inequality we obtain

$$
v(r) \leq \exp \left(\Lambda_{N} \int_{0}^{r} s \phi(s) d s\right), \quad \forall r \geq 0
$$

and, by (3.136),

$$
v(r) \leq 1+\Lambda_{N} \int_{0}^{r} s \phi(s) \exp \left(\Lambda_{N} \int_{0}^{s} t \phi(t) d t\right) d s, \quad \forall r \geq 0
$$

Hence

$$
v(r) \leq 1+\int_{0}^{r}\left(\exp \left(\Lambda_{N} \int_{0}^{s} t \phi(t) d t\right)\right)^{\prime} d s, \quad \forall r \geq 0
$$

that is

$$
\begin{equation*}
v(r) \leq \exp \left(\Lambda_{N} \int_{0}^{r} t \phi(t) d t\right), \quad \forall r \geq 0 \tag{3.137}
\end{equation*}
$$

Inserting $\phi=h+\psi$ in (3.137) we have

$$
v(r) \leq e^{\Lambda_{N} \int_{0}^{r} \int^{t h(t) d t}} \Psi(r) \leq K \Psi(r), \quad \forall r \geq 0
$$

so (3.135) follows.
Since $b>1$ it follows that $v(0)<w(0)$. Then there exists $R>0$ such that $v(r)<$ $w(r)$, for any $0 \leq r \leq R$. Set

$$
R_{\infty}=\sup \{R>0 \mid v(r)<w(r), \forall r \in[0, R]\} .
$$

In order to conclude our proof, it remains to show that $R_{\infty}=\infty$. Suppose the contrary. Since $v \leq w$ on $\left[0, R_{\infty}\right]$ and $\phi=h+\psi$, from (3.130) we deduce

$$
\begin{aligned}
v\left(R_{\infty}\right)= & 1+\int_{0}^{R_{\infty}} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} h(s) f(v(s)) d s d t \\
& +\int_{0}^{R_{\infty}} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f(v(s)) d s d t
\end{aligned}
$$

So, by (3.119),

$$
v\left(R_{\infty}\right) \leq 1+\frac{1}{N-2} \int_{0}^{R_{\infty}} t h(t) f(v(t)) d t+\int_{0}^{R_{\infty}} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f(w(s)) d s d t
$$

Taking into account that $v \geq 1$ and the assumption $(f 2)$, it follows that

$$
v\left(R_{\infty}\right) \leq 1+K \Lambda_{N} \int_{0}^{R_{\infty}} t h(t) \Psi(t) d t+\int_{0}^{R_{\infty}} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f(w(s)) d s d t .
$$

Now, using (3.134) we obtain

$$
v\left(R_{\infty}\right)<b+\int_{0}^{R_{\infty}} e^{-t} t^{1-N} \int_{0}^{t} e^{s} s^{N-1} \psi(s) f(w(s)) d s d t=w\left(R_{\infty}\right) .
$$

Hence $v\left(R_{\infty}\right)<w\left(R_{\infty}\right)$. Therefore, there exists $R>R_{\infty}$ such that $v<w$ on $[0, R]$, which contradicts the maximality of $R_{\infty}$. This contradiction shows that inequality (3.129) holds and the proof of Lemma 3.55 is now complete.

Proof of Theorem 3.54 continued. Suppose that (3.118) holds. For all $k \geq 1$ we consider the problem

$$
\begin{cases}\Delta u_{k}+\left|\nabla u_{k}\right|=p(x) f\left(u_{k}\right) & \text { in } B(0, k),  \tag{3.138}\\ u_{k}(x)=w(k) & \text { on } \partial B(0, k) .\end{cases}
$$

Then $v$ and $w$ defined by (3.130) and (3.131) are positive sub and supersolutions of (3.138). So this problem has at least a positive solution $u_{k}$ and

$$
v(|x|) \leq u_{k}(x) \leq w(|x|) \quad \text { in } B(0, k), \text { for all } k \geq 1
$$

By Theorem 14.3 in Gilbarg and Trudinger [99], the sequence $\left\{\nabla u_{k}\right\}$ is bounded on every compact set in $\mathbb{R}^{N}$. Hence the sequence $\left\{u_{k}\right\}$ is bounded and equicontinuous on compact subsets of $\mathbb{R}^{N}$. So, by the Arzela-Ascoli theorem, the sequence $\left\{u_{k}\right\}$ has a uniform convergent subsequence, $\left\{u_{k}^{1}\right\}$ on the ball $B(0,1)$. Let $u^{1}=\lim _{k \rightarrow \infty} u_{k}^{1}$. Then $\left\{f\left(u_{k}^{1}\right)\right\}$ converges uniformly to $f\left(u^{1}\right)$ on $B(0,1)$ and, by (3.138), the sequence $\left\{\Delta u_{k}^{1}+\left|\nabla u_{k}^{1}\right|\right\}$ converges uniformly to $p f\left(u^{1}\right)$. Since the sum of the Laplace and Gradient operators is a closed operator, we deduce that $u^{1}$ satisfies (3.107) on $B(0,1)$.

Now, the sequence $\left\{u_{k}^{1}\right\}$ is bounded and equicontinuous on the ball $B(0,2)$, so it has a convergent subsequence $\left\{u_{k}^{2}\right\}$. Let $u^{2}=\lim _{k \rightarrow \infty} u_{k}^{2}$ on $B(0,2)$ and suppose $u^{2}$ satisfies (3.107) on $B(0,2)$. Proceeding in the same way, we construct a sequence $\left\{u^{n}\right\}$ so that $u^{n}$ satisfies (3.107) on $B(0, n)$ and $u^{n+1}=u^{n}$ on $B(0, n)$ for all $n$. Moreover, the sequence $\left\{u^{n}\right\}$ converges in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{N}\right)$ to the function $u$ defined by

$$
u(x)=u^{m}(x), \quad \text { for } x \in B(0, m) .
$$

Since $v \leq u^{n} \leq w$ on $B(0, n)$ it follows that $v \leq u \leq w$ on $\mathbb{R}^{N}$, and $u$ satisfies (3.107). From $v \leq u$ we deduce that $u$ is a positive entire large solution of (3.107). This completes the proof.

# Chapter 4 <br> Singular Lane-Emden-Fowler Equations and Systems 

Do not go where the path may lead, go instead where there is no path and leave a trail.

Ralph Waldo Emerson (1803-1882)

### 4.1 Bifurcation Problems for Singular Elliptic Equations

In this section we study the bifurcation problem

$$
\begin{cases}-\Delta u=\lambda f(u)+a(x) g(u) & \text { in } \Omega \\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda \in \mathbb{R}$ is a parameter and $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ is a bounded domain with smooth boundary $\partial \Omega$. The main feature of this boundary value problem is the presence of the "smooth" nonlinearity $f$ combined with the "singular" nonlinearity $g$. More exactly, we assume that $0<f \in C^{0, \beta}[0, \infty)$ and $0 \leq g \in C^{0, \beta}(0, \infty)(0<\beta<1)$ fulfill the hypotheses
$(f 1) \quad f$ is nondecreasing on $(0, \infty)$ while $f(s) / s$ is nonincreasing for $s>0$.
$(g 1) \quad g$ is nonincreasing on $(0, \infty)$ with $\lim _{s \backslash 0} g(s)=+\infty$.
(g2) there exist $C_{0}, \eta_{0}>0$ and $\alpha \in(0,1)$ so that $g(s) \leq C_{0} s^{-\alpha}, \forall s \in\left(0, \eta_{0}\right)$.

The assumption (g2) implies the following Keller-Osserman-type growth condition around the origin

$$
\begin{equation*}
\int_{0}^{1}\left(\int_{0}^{t} g(s) d s\right)^{-1 / 2} d t<+\infty \tag{4.1}
\end{equation*}
$$

As proved by Bénilan, Brezis and Crandall in [14], condition (4.1) is equivalent to the property of compact support, that is, for any $h \in L^{1}\left(\mathbb{R}^{N}\right)$ with compact support, there exists a unique $u \in W^{1,1}\left(\mathbb{R}^{N}\right)$ with compact support such that $\Delta u \in L^{1}\left(\mathbb{R}^{N}\right)$ and

$$
-\Delta u+g(u)=h \quad \text { a.e. in } \mathbb{R}^{N}
$$

In many papers (see, e.g., Dalmasso [56], Kusano and Swanson [125]) the potential $a(x)$ is assumed to depend "almost" radially on $x$, in the sense that $C_{1} p(|x|) \leq$ $a(x) \leq C_{2} p(|x|)$, where $C_{1}, C_{2}$ are positive constants and $p(|x|)$ is a positive function satisfying some integrability condition. We do not impose any growth assumption on $a$, but we suppose that the variable potential $a(x)$ satisfies $a \in C^{0, \beta}(\bar{\Omega})$ and $a>0$ in $\Omega$.

If $\lambda=0$ this equation is called the Lane-Emden-Fowler equation and arises in the boundary-layer theory of viscous fluids (see Wong [213]). Problems of this type, as well as the associated evolution equations, describe naturally certain physical phenomena. For example, super-diffusivity equations of this type have been proposed by de Gennes [62] as a model for long range Van der Waals interactions in thin films spreading on solid surfaces.

Our purpose is to study the effect of the asymptotically linear perturbation $f(u)$ in $\left(P_{\lambda}\right)$, as well as to describe the set of values of the positive parameter $\lambda$ such that problem $\left(P_{\lambda}\right)$ admits a solution. In this case, we also prove a uniqueness result. Due to the singular character of $\left(P_{\lambda}\right)$, we can not expect to find solutions in $C^{2}(\bar{\Omega})$. However, under the above assumptions we will show that $\left(P_{\lambda}\right)$ has solutions in the class

$$
\mathscr{E}:=\left\{u \in C^{2}(\Omega) \cap C^{1,1-\alpha}(\bar{\Omega}) ; \Delta u \in L^{1}(\Omega)\right\}
$$

We first observe that, in view of the assumption $(f 1)$, there exists

$$
m:=\lim _{s \rightarrow \infty} \frac{f(s)}{s} \in[0, \infty)
$$

This number plays a crucial role in our analysis. More precisely, the existence of the solutions to $\left(P_{\lambda}\right)$ will be separately discussed for $m>0$ and $m=0$. Let $a_{*}=$ $\min _{x \in \bar{\Omega}} a(x)$.

Theorem 4.1 Assume $(f 1),(g 1),(g 2)$ and $m=0$. If $a_{*}>0$ (resp. $a_{*}=0$ ), then $\left(P_{\lambda}\right)$ has a unique solution $u_{\lambda} \in \mathscr{E}$ for all $\lambda \in \mathbb{R}$ (resp. $\lambda \geq 0$ ) with the properties:
(i) $u_{\lambda}$ is strictly increasing with respect to $\lambda$.
(ii) there exist two positive constant $c_{1}, c_{2}>0$ depending on $\lambda$ such that $c_{1} d(x) \leq$ $u_{\lambda} \leq c_{2} d(x)$ in $\Omega$.

The bifurcation diagram in the "sublinear" case $m=0$ is depicted in Fig. 4.1.


Fig. 4.1 The "sublinear" case $m=0$

Proof. We first recall the following existence result that we need in the proof.
Lemma 4.2 (Shi and Yao [180]). Let $F: \bar{\Omega} \times(0, \infty) \rightarrow \mathbb{R}$ be a Hölder continuous function with exponent $\beta \in(0,1)$ on each compact subset of $\bar{\Omega} \times(0, \infty)$ which satisfies
(F1) $\limsup \operatorname{sut}_{s \rightarrow+}\left(s^{-1} \max _{x \in \bar{\Omega}} F(x, s)\right)<\lambda_{1}$.
(F2) for each $t>0$, there exists a constant $D(t)>0$ such that

$$
F(x, r)-F(x, s) \geq-D(t)(r-s), \quad \text { for } x \in \bar{\Omega} \text { and } r \geq s \geq t \text {. }
$$

(F3) there exists $\eta_{0}>0$ and an open subset $\Omega_{0} \subset \Omega$ such that

$$
\min _{x \in \bar{\Omega}} F(x, s) \geq 0 \quad \text { for } s \in\left(0, \eta_{0}\right)
$$

and

$$
\lim _{s \searrow 0} \frac{F(x, s)}{s}=+\infty \quad \text { uniformly for } x \in \Omega_{0} .
$$

Then for any nonnegative function $\phi_{0} \in C^{2, \beta}(\partial \Omega)$, the problem

$$
\begin{cases}-\Delta u=F(x, u) & \text { in } \Omega \\ u>0 & \text { in } \Omega \\ u=\phi_{0} & \text { on } \partial \Omega\end{cases}
$$

has at least one positive solution $u \in C^{2, \beta}(G) \cap C(\bar{\Omega})$, for any compact set $G \subset$ $\Omega \cup\left\{x \in \partial \Omega ; \phi_{0}(x)>0\right\}$.

Lemma 4.3 (Shi and Yao [180]). Let $F: \bar{\Omega} \times(0, \infty) \rightarrow \mathbb{R}$ be a continuous function such that the mapping $(0, \infty) \ni s \longmapsto \frac{F(x, s)}{s}$ is strictly decreasing at each $x \in \Omega$. Assume that there exists $v, w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that
(a) $\Delta w+F(x, w) \leq 0 \leq \Delta v+F(x, v)$ in $\Omega$.
(b) $v, w>0$ in $\Omega$ and $v \leq w$ on $\partial \Omega$.
(c) $\Delta v \in L^{1}(\Omega)$.

Then $v \leq w$ in $\Omega$.
Now, we are ready to give the proof of Theorem 4.1. This will be divided into four steps.

Step 1: Existence of solutions to problem $\left(P_{\lambda}\right)$.
For any $\lambda \in \mathbb{R}$, define the function

$$
\begin{equation*}
\Phi_{\lambda}(x, s)=\lambda f(s)+a(x) g(s), \quad(x, s) \in \bar{\Omega} \times(0, \infty) . \tag{4.2}
\end{equation*}
$$

Taking into account the assumptions of Theorem 4.1, it follows that $\Phi_{\lambda}$ verifies the hypotheses of Lemma 4.2 for $\lambda \in \mathbb{R}$ if $a_{*}>0$ and $\lambda \geq 0$ if $a_{*}=0$. Hence, for $\lambda$ in the above range, $\left(P_{\lambda}\right)$ has at least one solution $u_{\lambda} \in C^{2, \beta}(\Omega) \cap C(\bar{\Omega})$.

Step 2: Uniqueness of solution.
Fix $\lambda \in \mathbb{R}($ resp. $\lambda \geq 0)$ if $a_{*}>0$ (resp. $\left.a_{*}=0\right)$. Let $u_{\lambda}$ be a solution of $\left(P_{\lambda}\right)$. Denote $\lambda^{-}=\min \{0, \lambda\}$ and $\lambda^{+}=\max \{0, \lambda\}$. We claim that $\Delta u_{\lambda} \in L^{1}(\Omega)$. Since $a \in C^{0, \beta}(\bar{\Omega})$, by [99, Theorem 6.14], there exists a unique nonnegative solution $\zeta \in C^{2, \beta}(\bar{\Omega})$ of

$$
\begin{cases}-\Delta \zeta=a(x) & \text { in } \Omega \\ \zeta=0 & \text { on } \partial \Omega\end{cases}
$$

By the weak maximum principle (see e.g., [99, Theorem 2.2]), $\zeta>0$ in $\Omega$. Moreover, we are going to prove that
(a) $z(x):=c \zeta(x)$ is a subsolution of $\left(P_{\lambda}\right)$, for $c>0$ small enough.
(b) $z(x) \geq c_{1} d(x)$ in $\bar{\Omega}$, for some positive constant $c_{1}>0$.
(c) $u_{\lambda} \geq z$ in $\bar{\Omega}$.

Therefore, by (b) and (c), $u_{\lambda} \geq c_{1} d(x)$ in $\bar{\Omega}$. Using ( $g 2$ ), we obtain $g\left(u_{\lambda}\right) \leq$ $C d^{-\alpha}(x)$ in $\Omega$, where $C>0$ is a constant. So, $g\left(u_{\lambda}\right) \in L^{1}(\Omega)$. This implies

$$
\Delta u_{\lambda} \in L^{1}(\Omega) .
$$

Proof of (a). Using $(f 1)$ and $(g 1)$, we have

$$
\begin{aligned}
\Delta z(x)+\Phi_{\lambda}(x, z) & =-c a(x)+\lambda f(c \zeta)+a(x) g(c \zeta) \\
& \geq-c a(x)+\lambda^{-} f\left(c\|\zeta\|_{\infty}\right)+a(x) g\left(c\|\zeta\|_{\infty}\right) \\
& \geq c a(x)\left[\frac{g\left(c\|\zeta\|_{\infty}\right)}{2 c}-1\right]+f\left(c\|\zeta\|_{\infty}\right)\left[a_{*} \frac{g\left(c\|\zeta\|_{\infty}\right)}{2 f\left(c\|\zeta\|_{\infty}\right)}+\lambda^{-}\right]
\end{aligned}
$$

for each $x \in \Omega$. Since $\lambda<0$ corresponds to $a_{*}>0$, using $\lim _{t \searrow 0} g(t)=+\infty$ and $\lim _{t \rightarrow 0} f(t) \in(0, \infty)$, we can find $c>0$ small enough that

$$
\Delta z+\Phi_{\lambda}(x, z) \geq 0, \quad \forall x \in \Omega .
$$

This concludes (a).
Proof of (b). Since $\zeta \in C^{2, \beta}(\bar{\Omega}), \zeta>0$ in $\Omega$ and $\zeta=0$ on $\partial \Omega$, by Lemma 3.4 in Gilbarg and Trudinger [99], we have

$$
\frac{\partial \zeta}{\partial v}(y)<0, \quad \forall y \in \partial \Omega
$$

Therefore, there exists a positive constant $c_{0}$ such that

$$
\frac{\partial \zeta}{\partial v}(y):=\lim _{x \in \Omega, x \rightarrow y} \frac{\zeta(y)-\zeta(x)}{|x-y|} \leq-c_{0}, \quad \forall y \in \partial \Omega
$$

So, for each $y \in \Omega$, there exists $r_{y}>0$ such that

$$
\begin{equation*}
\frac{\zeta(x)}{|x-y|} \geq \frac{c_{0}}{2}, \quad \forall x \in B_{r_{y}}(y) \cap \Omega \tag{4.3}
\end{equation*}
$$

Using the compactness of $\partial \Omega$, we can find a finite number $k$ of balls $B_{r_{y_{i}}}\left(y_{i}\right)$ such that $\partial \Omega \subset \cup_{i=1}^{k} B_{r_{y_{i}}}\left(y_{i}\right)$. Moreover, we can assume that for small $d_{0}>0$,

$$
\left\{x \in \Omega: d(x)<d_{0}\right\} \subset \cup_{i=1}^{k} B_{r_{y_{i}}}\left(y_{i}\right)
$$

Therefore, by (4.3) we obtain

$$
\zeta(x) \geq \frac{c_{0}}{2} d(x), \quad \forall x \in \Omega \text { with } d(x)<d_{0} .
$$

This fact, combined with $\zeta>0$ in $\Omega$, shows that for some constant $\tilde{c}>0$

$$
\zeta(x) \geq \tilde{c} d(x), \quad \forall x \in \Omega
$$

Thus, (b) follows by the definition of $z$.
Proof of (c). We distinguish two cases:
Case 1. $\lambda \geq 0$. We see that $\Phi_{\lambda}$ verifies the hypotheses in Theorem 1.2. Since

$$
\begin{gathered}
\Delta u_{\lambda}+\Phi_{\lambda}\left(x, u_{\lambda}\right) \leq 0 \leq \Delta z+\Phi_{\lambda}(x, z) \text { in } \Omega, \\
u_{\lambda}, z>0 \quad \text { in } \Omega \\
u_{\lambda}=z \quad \text { on } \partial \Omega \\
\Delta z \in L^{1}(\Omega)
\end{gathered}
$$

by Theorem 1.2 it follows that $u_{\lambda} \geq z$ in $\bar{\Omega}$.
Now, if $u_{1}$ and $u_{2}$ are two solutions of $\left(P_{\lambda}\right)$, we can use Theorem 1.2 in order to deduce that $u_{1}=u_{2}$.
Case 2. $\lambda<0$ (corresponding to $a_{*}>0$ ). Let $\varepsilon>0$ be fixed. We prove that

$$
\begin{equation*}
z \leq u_{\lambda}+\varepsilon\left(1+|x|^{2}\right)^{\tau} \quad \text { in } \Omega \tag{4.4}
\end{equation*}
$$

where $\tau<0$ is chosen such that $\tau|x|^{2}+1>0, \forall x \in \Omega$. This is always possible since $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ is bounded.

We argue by contradiction. Suppose that there exists $x_{0} \in \Omega$ such that $u_{\lambda}\left(x_{0}\right)+$ $\varepsilon\left(1+\left|x_{0}\right|\right)^{\tau}<z\left(x_{0}\right)$. Then $\min _{x \in \bar{\Omega}}\left\{u_{\lambda}(x)+\varepsilon\left(1+|x|^{2}\right)^{\tau}-z(x)\right\}<0$ is achieved at some point $x_{1} \in \Omega$. Since $\Phi_{\lambda}(x, z)$ is nonincreasing in $z$, we have

$$
\begin{aligned}
0 & \geq-\left.\Delta\left[u_{\lambda}(x)-z(x)+\varepsilon\left(1+|x|^{2}\right)^{\tau}\right]\right|_{x=x_{1}} \\
& =\Phi_{\lambda}\left(x_{1}, u_{\lambda}\left(x_{1}\right)\right)-\Phi_{\lambda}\left(x_{1}, z\left(x_{1}\right)\right)-\left.\varepsilon \Delta\left[\left(1+|x|^{2}\right)^{\tau}\right]\right|_{x=x_{1}}
\end{aligned}
$$

$$
\begin{aligned}
& \geq-\left.\varepsilon \Delta\left[\left(1+|x|^{2}\right)^{\tau}\right]\right|_{x=x_{1}}=-2 \varepsilon \tau\left(1+\left|x_{1}\right|^{2}\right)^{\tau-2}\left[(N+2 \tau-2)\left|x_{1}\right|^{2}+N\right] \\
& \geq-4 \varepsilon \tau\left(1+\left|x_{1}\right|^{2}\right)^{\tau-2}\left(\tau\left|x_{1}\right|^{2}+1\right)>0 .
\end{aligned}
$$

This contradiction proves (4.4). Passing to the limit $\varepsilon \rightarrow 0$, we obtain (c).
In a similar way we can prove that $\left(P_{\lambda}\right)$ has a unique solution.
Step 3: Dependence on $\lambda$.
We fix $\lambda_{1}<\lambda_{2}$, where $\lambda_{1}, \lambda_{2} \in \mathbb{R}$ if $a_{*}>0$ resp. $\lambda_{1}, \lambda_{2} \in[0, \infty)$ if $a_{*}=0$. Let $u_{\lambda_{1}}, u_{\lambda_{2}}$ be the corresponding solutions of $\left(P_{\lambda_{1}}\right)$ and $\left(P_{\lambda_{2}}\right)$ respectively.

If $\lambda_{1} \geq 0$, then $\Phi_{\lambda_{1}}$ verifies the hypotheses in Theorem 1.2. Furthermore, we have

$$
\begin{aligned}
& \Delta u_{\lambda_{2}}+\Phi_{\lambda_{1}}\left(x, u_{\lambda_{2}}\right) \leq 0 \leq \Delta u_{\lambda_{1}}+\Phi_{\lambda_{1}}\left(x, u_{\lambda_{1}}\right) \quad \text { in } \Omega, \\
& u_{\lambda_{1}}, u_{\lambda_{2}}>0 \quad \text { in } \Omega, \\
& u_{\lambda_{1}}=u_{\lambda_{2}} \quad \text { on } \partial \Omega, \\
& \Delta u_{\lambda_{1}} \in L^{1}(\Omega) .
\end{aligned}
$$

Again by Theorem 1.2, we conclude that $u_{\lambda_{1}} \leq u_{\lambda_{2}}$ in $\bar{\Omega}$. Moreover, by the maximum principle, $u_{\lambda_{1}}<u_{\lambda_{2}}$ in $\Omega$.

Let $\lambda_{2} \leq 0$; we show that $u_{\lambda_{1}} \leq u_{\lambda_{2}}$ in $\bar{\Omega}$. Indeed, supposing the contrary, there exists $x_{0} \in \Omega$ such that $u_{\lambda_{1}}\left(x_{0}\right)>u_{\lambda_{2}}\left(x_{0}\right)$. We conclude now that $\max _{x \in \bar{\Omega}}\left\{u_{\lambda_{1}}(x)-\right.$ $\left.u_{\lambda_{2}}(x)\right\}>0$ is achieved at some point in $\Omega$. At that point, say $\bar{x}$, we have

$$
0 \leq-\Delta\left(u_{\lambda_{1}}-u_{\lambda_{2}}\right)(\bar{x})=\Phi_{\lambda_{1}}\left(\bar{x}, u_{\lambda_{1}}(\bar{x})\right)-\Phi_{\lambda_{2}}\left(\bar{x}, u_{\lambda_{2}}(\bar{x})\right)<0,
$$

which is a contradiction. It follows that $u_{\lambda_{1}} \leq u_{\lambda_{2}}$ in $\bar{\Omega}$, and by the maximum principle we have $u_{\lambda_{1}}<u_{\lambda_{2}}$ in $\Omega$.

If $\lambda_{1}<0<\lambda_{2}$, then $u_{\lambda_{1}}<u_{0}<u_{\lambda_{2}}$ in $\Omega$. This finishes the proof of Step 3 .
Step 4: Regularity of the solution.ï $\frac{1}{2}$
Fix $\lambda \in \mathbb{R}$ and let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be the unique solution of $\left(P_{\lambda}\right)$. An important result in our approach is the following estimate

$$
\begin{equation*}
c_{1} d(x) \leq u_{\lambda}(x) \leq c_{2} d(x), \quad \text { for all } x \in \Omega \tag{4.5}
\end{equation*}
$$

where $c_{1}, c_{2}$ are positive constants. The first inequality in (4.5) was established in Step 2. For the second one, we apply an idea found in Gui and Lin [107].

Using the smoothness of $\partial \Omega$, we can find $\delta \in(0,1)$ such that for all $x_{0} \in \Omega_{\delta}:=$ $\{x \in \Omega ; d(x) \leq \delta\}$, there exists $y \in \mathbb{R}^{N} \backslash \bar{\Omega}$ with $d(y, \partial \Omega)=\delta$ and $d\left(x_{0}\right)=\mid x_{0}-$ $y \mid-\delta$.

Let $K>1$ be such that $\operatorname{diam}(\Omega)<(K-1) \delta$ and let $w$ be the unique solution of the Dirichlet problem

$$
\begin{cases}-\Delta w=\lambda^{+} f(w)+g(w) & \text { in } B_{K}(0) \backslash \overline{B_{1}}(0)  \tag{4.6}\\ w>0 & \text { in } B_{K}(0) \backslash \overline{B_{1}}(0) \\ w=0 & \text { on } \partial\left(B_{K}(0) \backslash \overline{B_{1}}(0)\right),\end{cases}
$$

where $B_{r}(0)$ is the open ball in $\mathbb{R}^{N}$ of radius $r$ and centered at the origin. By uniqueness, $w$ is radially symmetric. Hence $w(x)=\tilde{w}(|x|)$ and

$$
\begin{cases}\tilde{w}^{\prime \prime}+\frac{N-1}{r} \tilde{w}^{\prime}+\lambda^{+} f(\tilde{w})+g(\tilde{w})=0 & \text { for } r \in(1, K),  \tag{4.7}\\ \tilde{w}>0 & \text { in }(1, K), \\ \tilde{w}(1)=\tilde{w}(K)=0 & \end{cases}
$$

Integrating in (4.7) we have

$$
\begin{aligned}
\tilde{w}^{\prime}(t) & =\tilde{w}^{\prime}(a) a^{N-1} t^{1-N}-t^{1-N} \int_{a}^{t} r^{N-1}\left[\lambda^{+} f(\tilde{w}(r))+g(\tilde{w}(r))\right] d r, \\
& =\tilde{w}^{\prime}(b) b^{N-1} t^{1-N}+t^{1-N} \int_{t}^{b} r^{N-1}\left[\lambda^{+} f(\tilde{w}(r))+g(\tilde{w}(r))\right] d r,
\end{aligned}
$$

where $1<a<t<b<K$. Since $g(\tilde{w}) \in L^{1}(1, K)$, we deduce that both $\tilde{w}^{\prime}(1)$ and $\tilde{w}^{\prime}(K)$ are finite, so $\tilde{w} \in C^{2}(1, K) \cap C^{1}[1, K]$. Furthermore,

$$
\begin{equation*}
w(x) \leq C \min \{K-|x|,|x|-1\}, \quad \text { for any } \quad x \in B_{K}(0) \backslash B_{1}(0) . \tag{4.8}
\end{equation*}
$$

Let us fix $x_{0} \in \Omega_{\delta}$. Then we can find $y_{0} \in \mathbb{R}^{N} \backslash \bar{\Omega}$ with $d\left(y_{0}, \partial \Omega\right)=\delta$ and $d\left(x_{0}\right)=$ $\left|x_{0}-y\right|-\delta$. Thus, $\Omega \subset B_{K \delta}\left(y_{0}\right) \backslash B_{\delta}\left(y_{0}\right)$. Define $v(x)=c w\left(\frac{x-y_{0}}{\delta}\right), x \in \bar{\Omega}$. We show that $v$ is a supersolution of $\left(P_{\lambda}\right)$, provided that $c$ is large enough. Indeed, if $c>\max \left\{1, \delta^{2}\|a\|_{\infty}\right\}$, then for all $x \in \Omega$ we have

$$
\begin{aligned}
\Delta v+\lambda f(v)+a(x) g(v) \leq & \frac{c}{\delta^{2}}\left(\tilde{w}^{\prime \prime}(r)+\frac{N-1}{r} \tilde{w}^{\prime}(r)\right) \\
& +\lambda^{+} f(c \tilde{w}(r))+a(x) g(c \tilde{w}(r))
\end{aligned}
$$

where $r=\frac{\left|x-y_{0}\right|}{\delta} \in(1, K)$. Using the assumption $(f 1)$ we get $f(c \tilde{w}) \leq c f(\tilde{w})$ in $(1, K)$. The above relations lead us to

$$
\begin{aligned}
\Delta v+\lambda f(v)+a(x) g(v) & \leq \frac{c}{\delta^{2}}\left(\tilde{w}^{\prime \prime}+\frac{N-1}{r} \tilde{w}^{\prime}\right)+\lambda^{+} c f(\tilde{w})+\|a\|_{\infty} g(\tilde{w}) \\
& \leq \frac{c}{\delta^{2}}\left(\tilde{w}^{\prime \prime}+\frac{N-1}{r} \tilde{w}^{\prime}+\lambda^{+} f(\tilde{w})+g(\tilde{w})\right) \\
& =0 .
\end{aligned}
$$

Since $\Delta u_{\lambda} \in L^{1}(\Omega)$, with a similar proof as in Step 2 we get $u_{\lambda} \leq v$ in $\Omega$. This combined with (4.8) yields

$$
u_{\lambda}\left(x_{0}\right) \leq v\left(x_{0}\right) \leq C \min \left\{K-\frac{\left|x_{0}-y_{0}\right|}{\delta}, \frac{\left|x_{0}-y_{0}\right|}{\delta}-1\right\} \leq \frac{C}{\delta} d\left(x_{0}\right) .
$$

Hence $u_{\lambda} \leq \frac{C}{\delta} d(x)$ in $\Omega_{\delta}$ and the last inequality in (4.5) follows.
Let $G$ be the Green's function associated with the Laplace operator in $\Omega$. Then, for all $x \in \Omega$ we have

$$
u_{\lambda}(x)=-\int_{\Omega} G(x, y)\left[\lambda f\left(u_{\lambda}(y)\right)+a(y) g\left(u_{\lambda}(y)\right)\right] d y
$$

and

$$
\nabla u_{\lambda}(x)=-\int_{\Omega} G_{x}(x, y)\left[\lambda f\left(u_{\lambda}(y)\right)+a(y) g\left(u_{\lambda}(y)\right)\right] d y .
$$

If $x_{1}, x_{2} \in \Omega$, using ( $g 2$ ) we obtain

$$
\begin{aligned}
\left|\nabla u_{\lambda}\left(x_{1}\right)-\nabla u_{\lambda}\left(x_{2}\right)\right| \leq & |\lambda| \int_{\Omega}\left|G_{x}\left(x_{1}, y\right)-G_{x}\left(x_{2}, y\right)\right| \cdot f\left(u_{\lambda}(y)\right) d y \\
& +\tilde{c} \int_{\Omega}\left|G_{x}\left(x_{1}, y\right)-G_{x}\left(x_{2}, y\right)\right| \cdot u_{\lambda}^{-\alpha}(y) d y
\end{aligned}
$$

Now, taking into account that $u_{\lambda} \in C(\bar{\Omega})$, by the standard regularity theory (see Gilbarg and Trudinger [99]) we get

$$
\int_{\Omega}\left|G_{x}\left(x_{1}, y\right)-G_{x}\left(x_{2}, y\right)\right| \cdot f\left(u_{\lambda}(y)\right) \leq \tilde{c}_{1}\left|x_{1}-x_{2}\right|
$$

On the other hand, with the same proof as in [107, Theorem 1], we deduce

$$
\int_{\Omega}\left|G_{x}\left(x_{1}, y\right)-G_{x}\left(x_{2}, y\right)\right| \cdot u_{\lambda}^{-\alpha}(y) \leq \tilde{c}_{2}\left|x_{1}-x_{2}\right|^{1-\alpha}
$$

The above inequalities imply $u_{\lambda} \in C^{2}(\Omega) \cap C^{1,1-\alpha}(\bar{\Omega})$. The proof of Theorem 4.1 is now complete.

Next, consider the case $m>0$. The results in this case are different from those presented in Theorem 4.1. A careful examination of $\left(P_{\lambda}\right)$ reveals the fact that the singular term $g(u)$ is not significant. Actually, the conclusions are close to those established in Mironescu and Rădulescu [144, Theorem A], where an elliptic problem associated to an asymptotically linear function is studied.

Let $\lambda_{1}$ be the first Dirichlet eigenvalue of $(-\Delta)$ in $\Omega$ and $\lambda^{*}=\frac{\lambda_{1}}{m}$. Our result in this case is the following.

Theorem 4.4 Assume $(f 1),(g 1),(g 2)$ and $m>0$. Then the following hold.
(i) If $\lambda \geq \lambda^{*}$, then $\left(P_{\lambda}\right)$ has no solutions in $\mathscr{E}$.
(ii) If $a_{*}>0\left(\right.$ resp. $\left.a_{*}=0\right)$ then $\left(P_{\lambda}\right)$ has a unique solution $u_{\lambda} \in \mathscr{E}$ for all $-\infty<$ $\lambda<\lambda^{*}$ (resp. $0<\lambda<\lambda^{*}$ ) with the properties:
(ii1) $u_{\lambda}$ is strictly increasing with respect to $\lambda$.
(ii2) there exist two positive constants $c_{1}, c_{2}>0$ depending on $\lambda$ such that $c_{1} d(x) \leq u_{\lambda} \leq c_{2} d(x)$ in $\Omega$.
(ii3) $\lim _{\lambda \nearrow \lambda^{*}} u_{\lambda}=+\infty$, uniformly on compact subsets of $\Omega$.
The bifurcation diagram in the "linear" case $m>0$ is depicted in Fig.4.2.


Fig. 4.2 The "linear" case $m>0$

Proof. (i) Let $\phi_{1}$ be the first eigenfunction of the Laplace operator in $\Omega$ with Dirichlet boundary condition. Arguing by contradiction, let us suppose that there exists $\lambda \geq \lambda^{*}$ such that $\left(P_{\lambda}\right)$ has a solution $u_{\lambda} \in \mathscr{E}$.

Multiplying by $\phi_{1}$ in $\left(P_{\lambda}\right)$ and then integrating over $\Omega$ we get

$$
\begin{equation*}
-\int_{\Omega} \phi_{1} \Delta u_{\lambda}=\lambda \int_{\Omega} f\left(u_{\lambda}\right) \phi_{1}+\int_{\Omega} a(x) g\left(u_{\lambda}\right) \phi_{1} . \tag{4.9}
\end{equation*}
$$

Since $\lambda \geq \frac{\lambda_{1}}{m}$, in view of the assumption $(f 1)$ we get $\lambda f\left(u_{\lambda}\right) \geq \lambda_{1} u_{\lambda}$ in $\Omega$. Using this fact in (4.9) we obtain

$$
-\int_{\Omega} \phi_{1} \Delta u_{\lambda}>\lambda_{1} \int_{\Omega} u_{\lambda} \phi_{1} .
$$

The regularity of $u_{\lambda}$ yields $-\int_{\Omega} u_{\lambda} \Delta \phi_{1}>\lambda_{1} \int_{\Omega} u_{\lambda} \phi_{1}$. This is clearly a contradiction since $-\Delta \phi_{1}=\lambda_{1} \phi_{1}$ in $\Omega$. Hence $\left(P_{\lambda}\right)$ has no solutions in $\mathscr{E}$ for any $\lambda \geq \lambda^{*}$.
(ii) From now on, the proof of the existence, uniqueness and regularity of solution is the same as in Theorem 4.1.
(ii3) In what follows we shall apply some ideas developed in Mironescu and Rădulescu [144]. Due to the special character of our problem, we will be able to prove that, in certain cases, $L^{2}$ boundedness implies $H_{0}^{1}$ boundedness!

Let $u_{\lambda} \in \mathscr{E}$ be the unique solution of $\left(P_{\lambda}\right)$ for $0<\lambda<\lambda^{*}$. We prove that $\lim _{\lambda \nearrow \lambda *} u_{\lambda}=+\infty$, uniformly on compact subsets of $\Omega$. Suppose the contrary. Since $\left\{u_{\lambda}\right\}_{0<\lambda<\lambda *}$ is a sequence of nonnegative super-harmonic functions in $\Omega$, by Theorem 4.1.9 in Hörmander [111], there exists a subsequence of $\left\{u_{\lambda}\right\}_{\lambda<\lambda^{*}}$ (still denoted by $\left\{u_{\lambda}\right\}_{\lambda<\lambda^{*}}$ ) which is convergent in $L_{\mathrm{loc}}^{1}(\Omega)$.

We first prove that $\left\{u_{\lambda}\right\}_{\lambda<\lambda^{*}}$ is bounded in $L^{2}(\Omega)$. We argue by contradiction. Suppose that $\left\{u_{\lambda}\right\}_{\lambda<\lambda *}$ is not bounded in $L^{2}(\Omega)$. Thus, up to a subsequence we have $u_{\lambda}=M(\lambda) w_{\lambda}$, where

$$
\begin{equation*}
M(\lambda)=\left\|u_{\lambda}\right\|_{L^{2}(\Omega)} \rightarrow \infty \text { as } \lambda \nearrow \lambda^{*} \text { and } w_{\lambda} \in L^{2}(\Omega),\left\|w_{\lambda}\right\|_{L^{2}(\Omega)}=1 \tag{4.10}
\end{equation*}
$$

Using $(f 1),(g 2)$ and the monotonicity assumption on $g$, we deduce the existence of $A, B, C, D>0(A>m)$ such that

$$
\begin{equation*}
f(t) \leq A t+B, \quad g(t) \leq C t^{-\alpha}+D, \quad \text { for all } t>0 \tag{4.11}
\end{equation*}
$$

This implies

$$
\frac{1}{M(\lambda)}\left(\lambda f\left(u_{\lambda}\right)+a(x) g\left(u_{\lambda}\right)\right) \rightarrow 0 \quad \text { in } L_{\mathrm{loc}}^{1}(\Omega) \text { as } \lambda \nearrow \lambda^{*}
$$

that is,

$$
\begin{equation*}
-\Delta w_{\lambda} \rightarrow 0 \quad \text { in } L_{\mathrm{loc}}^{1}(\Omega) \text { as } \lambda \nearrow \lambda^{*} . \tag{4.12}
\end{equation*}
$$

By Green's first identity, we have

$$
\begin{equation*}
\int_{\Omega} \nabla w_{\lambda} \cdot \nabla \phi d x=-\int_{\Omega} \phi \Delta w_{\lambda} d x=-\int_{\operatorname{Supp} \phi} \phi \Delta w_{\lambda} d x \quad \forall \phi \in C_{0}^{\infty}(\Omega) \tag{4.13}
\end{equation*}
$$

Using (4.12) we derive that

$$
\begin{align*}
\left|\int_{\text {Supp } \phi} \phi \Delta w_{\lambda} d x\right| & \leq \int_{\operatorname{Supp} \phi}\left|\phi \| \Delta w_{\lambda}\right| d x  \tag{4.14}\\
& \leq\|\phi\|_{L^{\infty}} \int_{\operatorname{Supp} \phi}\left|\Delta w_{\lambda}\right| d x \rightarrow 0 \quad \text { as } \lambda \nearrow \lambda^{*}
\end{align*}
$$

Combining (4.13) and (4.14), we arrive at

$$
\begin{equation*}
\int_{\Omega} \nabla w_{\lambda} \cdot \nabla \phi d x \rightarrow 0 \text { as } \lambda \nearrow \lambda^{*}, \quad \forall \phi \in C_{0}^{\infty}(\Omega) \tag{4.15}
\end{equation*}
$$

By definition, the sequence $\left\{w_{\lambda}\right\}_{0<\lambda<\lambda *}$ is bounded in $L^{2}(\Omega)$.
We claim that $\left\{w_{\lambda}\right\}_{\lambda<\lambda *}$ is bounded in $H_{0}^{1}(\Omega)$. Indeed, using (4.11) and Hölder's inequality, we have

$$
\begin{aligned}
\int_{\Omega}\left|\nabla w_{\lambda}\right|^{2} & =-\int_{\Omega} w_{\lambda} \Delta w_{\lambda}=\frac{-1}{M(\lambda)} \int_{\Omega} w_{\lambda} \Delta u_{\lambda} \\
& =\frac{1}{M(\lambda)} \int_{\Omega}\left[\lambda w_{\lambda} f\left(u_{\lambda}\right)+a(x) g\left(u_{\lambda}\right) w_{\lambda}\right] \\
& \leq \frac{\lambda}{M(\lambda)} \int_{\Omega} w_{\lambda}\left(A u_{\lambda}+B\right)+\frac{\|a\|_{\infty}}{M(\lambda)} \int_{\Omega} w_{\lambda}\left(C u_{\lambda}^{-\alpha}+D\right) \\
& =\lambda A \int_{\Omega} w_{\lambda}^{2}+\frac{\|a\|_{\infty} C}{M(\lambda)^{1+\alpha}} \int_{\Omega} w_{\lambda}^{1-\alpha}+\frac{\lambda B+\|a\|_{\infty} D}{M(\lambda)} \int_{\Omega} w_{\lambda} \\
& \leq \lambda^{*} A+\frac{\|a\|_{\infty} C}{M(\lambda)^{1+\alpha}}|\Omega|^{(1+\alpha) / 2}+\frac{\lambda B+\|a\|_{\infty} D}{M(\lambda)}|\Omega|^{1 / 2}
\end{aligned}
$$

From the above estimates, it is easy to see that $\left\{w_{\lambda}\right\}_{\lambda<\lambda^{*}}$ is bounded in $H_{0}^{1}(\Omega)$, so the claim is proved. Then, there exists $w \in H_{0}^{1}(\Omega)$ such that (up to a subsequence)

$$
\begin{equation*}
w_{\lambda} \rightharpoonup w \quad \text { weakly in } H_{0}^{1}(\Omega) \text { as } \lambda \nearrow \lambda^{*} \tag{4.16}
\end{equation*}
$$

and, because $H_{0}^{1}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$,

$$
\begin{equation*}
w_{\lambda} \rightarrow w \quad \text { strongly in } L^{2}(\Omega) \text { as } \lambda \nearrow \lambda^{*} \tag{4.17}
\end{equation*}
$$

On the one hand, by (4.10) and (4.17), we derive that $\|w\|_{L^{2}(\Omega)}=1$. Furthermore, using (4.15) and (4.16), we infer that

$$
\int_{\Omega} \nabla w \cdot \nabla \phi d x=0, \quad \forall \phi \in C_{0}^{\infty}(\Omega) .
$$

Since $w \in H_{0}^{1}(\Omega)$, using the above relation and the definition of $H_{0}^{1}(\Omega)$, we get $w=0$. This contradiction shows that $\left\{u_{\lambda}\right\}_{\lambda<\lambda^{*}}$ is bounded in $L^{2}(\Omega)$. As above for $w_{\lambda}$, we can derive that $u_{\lambda}$ is bounded in $H_{0}^{1}(\Omega)$. So, there exists $u^{*} \in H_{0}^{1}(\Omega)$ such that, up to a subsequence,

$$
\left\{\begin{array}{l}
u_{\lambda} \rightharpoonup u^{*} \text { weakly in } H_{0}^{1}(\Omega) \text { as } \lambda \nearrow \lambda^{*},  \tag{4.18}\\
u_{\lambda} \rightarrow u^{*} \text { strongly in } L^{2}(\Omega) \text { as } \lambda \nearrow \lambda^{*}, \\
u_{\lambda} \rightarrow u^{*} \text { a.e. in } \Omega \text { as } \lambda \nearrow \lambda^{*} .
\end{array}\right.
$$

Now we can proceed to get a contradiction. Multiplying by $\phi_{1}$ in $\left(P_{\lambda}\right)$ and integrating over $\Omega$ we have

$$
\begin{equation*}
-\int_{\Omega} \varphi_{1} \Delta u_{\lambda}=\lambda \int_{\Omega} f\left(u_{\lambda}\right) \varphi_{1}+\int_{\Omega} a(x) g\left(u_{\lambda}\right) \varphi_{1}, \quad \text { for all } 0<\lambda<\lambda^{*} . \tag{4.19}
\end{equation*}
$$

On the other hand, by $(f 1)$ it follows that $f\left(u_{\lambda}\right) \geq m u_{\lambda}$ in $\Omega$, for all $0<\lambda<\lambda^{*}$. Combining this with (4.19) we obtain

$$
\begin{equation*}
\lambda_{1} \int_{\Omega} u_{\lambda} \varphi_{1} \geq \lambda m \int_{\Omega} u_{\lambda} \varphi_{1}+\int_{\Omega} a(x) g\left(u_{\lambda}\right) \varphi_{1}, \quad \text { for all } 0<\lambda<\lambda^{*} . \tag{4.20}
\end{equation*}
$$

Notice that by $(g 1),(4.18)$ and the monotonicity of $u_{\lambda}$ with respect to $\lambda$ we can apply the Lebesgue convergence theorem to find

$$
\int_{\Omega} a(x) g\left(u_{\lambda}\right) \varphi_{1} d x \rightarrow \int_{\Omega} a(x) g\left(u^{*}\right) \varphi_{1} d x \text { as } \lambda \nearrow \lambda_{1}
$$

Passing to the limit in (4.20) as $\lambda \nearrow \lambda^{*}$, and using (4.18), we get

$$
\begin{equation*}
\lambda_{1} \int_{\Omega} u^{*} \varphi_{1} \geq \lambda_{1} \int_{\Omega} u^{*} \varphi_{1}+\int_{\Omega} a(x) g\left(u^{*}\right) \varphi_{1} . \tag{4.21}
\end{equation*}
$$

Hence $\int_{\Omega} a(x) g\left(u^{*}\right) \varphi_{1}=0$, which is a contradiction. This fact shows that $\lim _{\lambda \nearrow \lambda^{*}} u_{\lambda}=$ $+\infty$, uniformly on compact subsets of $\Omega$. This ends the proof.

### 4.2 Lane-Emden-Fowler Systems with Negative Exponents

In this section we study the elliptic system

$$
\left\{\begin{align*}
-\Delta u & =u^{-p} v^{-q}, u>0 & & \text { in } \Omega  \tag{4.22}\\
-\Delta v & =u^{-r} v^{-s}, v>0 & & \text { in } \Omega \\
u & =v=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ is a bounded domain with $C^{2}$ boundary, $p, s \geq 0$ and $q, r>0$. By solution of (4.22) we understand a pair ( $u, v$ ) with $u, v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that $u, v>0$ in $\Omega$ and satisfies (4.22) pointwise.

The first motivation for the study of system (4.22) comes from the so-called Lane-Emden equation (see [68,77, 128])

$$
\begin{equation*}
-\Delta u=u^{p} \quad \text { in } B_{R}(0), R>0, \tag{4.23}
\end{equation*}
$$

subject to Dirichlet boundary condition. In astrophysics, the exponent $p$ is called the polytropic index and positive radially symmetric solutions of (4.23) are used to describe the structure of the polytropic stars (we refer the interested reader to the book by Chandrasekhar [37] for an account on the above equation as well as for various mathematical techniques to describe the behavior of the solution to the Lane-Emden equation).

Systems of type (4.22) with $p, s \leq 0$ and $q, s<0$ have received considerable attention in the last decade (see, e.g., [33, 49, 72, 75, 146, 166, 171, 177, 178, 183, 216] and the references therein). It has been shown that for such range of exponents system (4.22) has a rich mathematical structure. Various techniques such as the moving plane method, Pohozaev-type identities, and rescaling arguments have been developed and suitably adapted to deal with (4.22) in this case.

Recently, there has been some interest in systems of type (4.22) where not all the exponents are negative. In $[85,93,94]$ the system (4.22) is considered under the hypothesis $p, r<0<q, s$. This corresponds to the singular Gierer-Meinhardt system arising in molecular biology. In [111] the authors provide a nice sub and supersolution device that applies to general systems both in cooperative and noncooperative settings. This method was then used to discuss singular counterparts of some wellknown models such as Gierer-Meinhardt, Lotka-Volterra or predator-prey systems.

We shall be concerned with system (4.22) in case $p, s \geq 0$ and $q, r>0$. This corresponds to the prototype equation (4.23) in which the polytropic index $p$ is negative. For such range of exponents, the above-mentioned methods do not apply; another difficulties in dealing with system (4.22) come from the noncooperative character of our system and from the lack of a variational structure. In turn, our approach relies on the boundary behavior of solutions to (4.23) (with $p<0$ ) or more generally, to singular elliptic problems of the type

$$
\left\{\begin{align*}
-\Delta u & =k(\delta(x)) u^{-p}, u>0 & & \text { in } \Omega,  \tag{4.24}\\
u & =0 & & \text { on } \partial \Omega,
\end{align*}\right.
$$

where

$$
\delta(x)=\operatorname{dist}(x, \partial \Omega), \quad x \in \bar{\Omega},
$$

and $k:(0, \infty) \rightarrow(0, \infty)$ is a decreasing function such that $\lim _{t \searrow 0} k(t)=\infty$.
The approach we adopt here is inspired from [86] and can be used to study more general systems in the form

$$
\left\{\begin{aligned}
-\mathscr{L} u & =f(x, u, v), u>0 & & \text { in } \Omega \\
-\mathscr{L} v & =g(x, u, v), v>0 & & \text { in } \Omega \\
u & =v=0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $\mathscr{L}$ is a second order differential operator not necessarily in divergence form and

$$
f(x, u, v)=k_{1}(x) u^{-p} v^{-q}, \quad g(x, u, v)=k_{2}(x) u^{-r} v^{-s},
$$

or

$$
f(x, u, v)=k_{11}(x) u^{-p}+k_{12}(x) v^{-q}, \quad g(x, u, v)=k_{21}(x) u^{-r}+k_{22}(x) v^{-s}
$$

with $k_{i}, k_{i j}: \Omega \rightarrow(0, \infty)(i, j=1,2)$ continuous functions that behave like

$$
\begin{equation*}
\delta(x)^{-a} \log ^{b}\left(\frac{A}{\delta(x)}\right) \quad \text { near } \partial \Omega \tag{4.25}
\end{equation*}
$$

for some $A, a>0$ and $b \in \mathbb{R}$.

### 4.2.1 Preliminary Results

In this section we collect some old and new results concerning problems of type (4.24). Note that the method of sub and supersolutions is also valid in the singular framework as explained in [95, Theorem 1.2.3]. Our first result is a straightforward comparison principle between subsolutions and supersolutions for singular elliptic equations.

Proposition 4.5 Let $p \geq 0$ and $\phi: \Omega \rightarrow(0, \infty)$ be a continuous function. If $\underline{u}$ is a subsolution and $\bar{u}$ is a supersolution of

$$
\left\{\begin{aligned}
-\Delta u & =\phi(x) u^{-p}, u>0 & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}\right.
$$

then $\underline{u} \leq \bar{u}$ in $\Omega$.
Proof. If $p=0$ the result follows directly from the maximum principle. Let now $p>0$. Assume by contradiction that the set $\omega:=\{x \in \Omega: \bar{u}(x)<\underline{u}(x)\}$ is not empty and let $w:=\underline{u}-\bar{u}$. Then, $w$ achieves its maximum on $\Omega$ at a point that belongs to $\omega$. At that point, say $x_{0}$, we have

$$
0 \leq-\Delta w\left(x_{0}\right) \leq \phi\left(x_{0}\right)\left[\underline{u}\left(x_{0}\right)^{-p}-\bar{u}\left(x_{0}\right)^{-p}\right]<0,
$$

which is a contradiction. Therefore, $\omega=\emptyset$, that is, $\underline{u} \leq \bar{u}$ in $\Omega$.
Proposition 4.6 Let $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be such that $u=0$ on $\partial \Omega$ and

$$
0 \leq-\Delta u \leq c \delta(x)^{-a} \quad \text { in } \Omega
$$

where $0<a<2$ and $c>0$. Then, $u \in C^{0, \gamma}(\bar{\Omega})$ for some $0<\gamma<1$. Furthermore, if $0<a<1$, then $u \in C^{1,1-a}(\bar{\Omega})$.

Proof. Let $\mathscr{G}$ denote the Green's function for the negative Laplace operator. Thus, for all $x \in \Omega$ we have

$$
u(x)=-\int_{\Omega} \mathscr{G}(x, y) \Delta u(y) d y .
$$

Let $x_{1}, x_{2} \in \Omega$. Then

$$
\begin{aligned}
\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| & \leq-\int_{\Omega}\left|\mathscr{G}\left(x_{1}, y\right)-\mathscr{G}\left(x_{2}, y\right)\right| \Delta u(y) d y \\
& \leq c \int_{\Omega}\left|\mathscr{G}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right| \delta(y)^{-a} d y .
\end{aligned}
$$

Next, using the method in [107, Theorem 1.1] we have

$$
\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq C\left|x_{1}-x_{2}\right|^{\gamma} \quad \text { for some } 0<\gamma<1
$$

Hence $u \in C^{0, \gamma}(\bar{\Omega})$. Assume now $0<a<1$. Then,

$$
\nabla u(x)=-\int_{\Omega} \mathscr{G}_{x}(x, y) \Delta u(y) d y \quad \text { for all } x \in \Omega
$$

and

$$
\begin{aligned}
\left|\nabla u\left(x_{1}\right)-\nabla u\left(x_{2}\right)\right| & \leq-\int_{\Omega}\left|\mathscr{G}_{x}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right| \Delta u(y) d y \\
& \leq c \int_{\Omega}\left|\mathscr{G}_{x}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right| \delta(y)^{-a} d y .
\end{aligned}
$$

The same technique as in [107, Theorem 1.1] yields

$$
\left|\nabla u\left(x_{1}\right)-\nabla u\left(x_{2}\right)\right| \leq C\left|x_{1}-x_{2}\right|^{1-a} \quad \text { for all } x_{1}, x_{2} \in \Omega .
$$

Therefore $u \in C^{1,1-a}(\bar{\Omega})$.
Proposition 4.7 Let $(u, v)$ be a solution of system (4.22). Then, there exists a constant $c>0$ such that

$$
\begin{equation*}
u(x) \geq c \delta(x) \quad \text { and } \quad v(x) \geq c \delta(x) \quad \text { in } \Omega \tag{4.26}
\end{equation*}
$$

Proof. Let $w$ be the solution of

$$
\left\{\begin{align*}
-\Delta w & =1, w>0 & & \text { in } \Omega  \tag{4.27}\\
w & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

Using the smoothness of $\partial \Omega$, we have $w \in C^{2}(\bar{\Omega})$ and by Hopf's boundary point lemma (see [162]), there exists $c_{0}>0$ such that $w(x) \geq c_{0} \delta(x)$ in $\Omega$. Since $-\Delta u \geq$ $C=-\Delta(C w)$ in $\Omega$, for some constant $C>0$, by standard maximum principle we deduce $u(x) \geq C w(x) \geq c \delta(x)$ in $\Omega$ and similarly $v(x) \geq c \delta(x)$ in $\Omega$, where $c>0$ is a positive constant.

Let $\left(\lambda_{1}, \varphi_{1}\right)$ be the first eigenvalue/eigenfunction of $-\Delta$ in $\Omega$. It is well known that $\lambda_{1}>0$ and $\varphi_{1} \in C^{2}(\bar{\Omega})$ has constant sign in $\Omega$. Further, using the smoothness
of $\Omega$ and normalizing $\varphi_{1}$ with a suitable constant, we can assume

$$
\begin{equation*}
c_{0} \delta(x) \leq \varphi_{1}(x) \leq \delta(x) \quad \text { in } \Omega \tag{4.28}
\end{equation*}
$$

for some $0<c_{0}<1$. By Hopf's boundary point lemma we have $\frac{\partial \varphi_{1}}{\partial n}<0$ on $\partial \Omega$, where $n$ is the outer unit normal vector at $\partial \Omega$. Hence, there exists $\omega \subset \subset \Omega$ and $c>0$ such that

$$
\begin{equation*}
\left|\nabla \varphi_{1}\right|>c \quad \text { in } \Omega \backslash \omega \tag{4.29}
\end{equation*}
$$

Theorem 4.8 Let $p \geq 0, A>\operatorname{diam}(\Omega)$ and $k:(0, A) \rightarrow(0, \infty)$ be a decreasing function such that

$$
\int_{0}^{A} t k(t) d t=\infty .
$$

Then, the inequality

$$
\left\{\begin{align*}
-\Delta u & \geq k(\delta(x)) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.30}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

has no solutions $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$.
Proof. Suppose by contradiction that there exists a solution $u_{0}$ of (4.30). For any

$$
0<\varepsilon<A-\operatorname{diam}(\Omega)
$$

we consider the perturbed problem

$$
\left\{\begin{align*}
-\Delta u & =k(\delta(x)+\varepsilon)(u+\varepsilon)^{-p}, u>0 & & \text { in } \Omega  \tag{4.31}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

Then, $\bar{u}=u_{0}$ is a supersolution of (4.31). Also, if $w$ is the solution of problem (4.27) it is easy to see that $\underline{u}=c w$ is a subsolution of (4.31) provided $c>0$ is small enough. Further, by Proposition 4.5 it follows that $\underline{u} \leq \bar{u}$ in $\Omega$. Thus, by the sub and supersolution method we deduce that problem (4.31) has a solution $u_{\varepsilon} \in C^{2}(\bar{\Omega})$ such that

$$
\begin{equation*}
c w \leq u_{\varepsilon} \leq u_{0} \quad \text { in } \Omega \tag{4.32}
\end{equation*}
$$

Multiplying with $\varphi_{1}$ in (4.31) and then integrating over $\Omega$ we find

$$
\lambda_{1} \int_{\Omega} u_{\varepsilon} \varphi_{1} d x=\int_{\Omega} k(\delta(x)+\varepsilon)\left(u_{\varepsilon}+\varepsilon\right)^{-p} \varphi_{1} d x
$$

Using (4.32) we obtain

$$
M:=\lambda_{1} \int_{\Omega} u_{0} \varphi_{1} d x \geq \lambda_{1} \int_{\Omega} u_{\varepsilon} \varphi_{1} d x \geq \int_{\omega} k(\delta(x)+\varepsilon)\left(u_{0}+\varepsilon\right)^{-p} \varphi_{1} d x
$$

for all $\omega \subset \subset \Omega$. Passing to the limit with $\varepsilon \rightarrow 0$ in the above inequality and using (4.28) we find

$$
M \geq \int_{\omega} k(\boldsymbol{\delta}(x)) u_{0}^{-p} \varphi_{1} d x \geq c_{0}\left\|u_{0}\right\|_{\infty}^{-p} \int_{\omega} k(\boldsymbol{\delta}(x)) \boldsymbol{\delta}(x) d x
$$

Since $\omega \subset \subset \Omega$ was arbitrary, we deduce

$$
\int_{\Omega} k(\delta(x)) \delta(x) d x<\infty .
$$

Using the smoothness of $\partial \Omega$, the above condition yields $\int_{0}^{A} t k(t) d t<\infty$, which contradicts our assumption on $k$. Hence, (4.30) has no solutions.

A direct consequence of Theorem 4.8 is the following result.
Corollary 4.9 Let $p \geq 0$ and $q \geq 2$. Then, there are no functions $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta u & \geq \delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

Proposition 4.10 Let $p \geq 0$ and $0<q<2$. There exists $c>0$ and $A>\operatorname{diam}(\Omega)$ such that any supersolution $\bar{u}$ of

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega,  \tag{4.33}\\
u & =0 & & \text { on } \partial \Omega,
\end{align*}\right.
$$

satisfies:
(i) $\bar{u}(x) \geq c \delta(x)$ in $\Omega$, if $p+q<1$.
(ii) $\bar{u}(x) \geq c \delta(x) \log \frac{1}{1+p}\left(\frac{A}{\delta(x)}\right)$ in $\Omega$ if $p+q=1$.
(iii) $\bar{u}(x) \geq c \delta(x)^{\frac{2-q}{1+p}}$ in $\Omega$, if $p+q>1$.

A similar result holds for subsolutions of (4.33).

Proof. If $p>0$ then the result follows from Theorem 3.5 in [66] (see also [95, Section 9]). If $p=0$ we proceed as in [66, Theorem 3.5], namely, for $m>0$ we show that the function

$$
\underline{u}(x)= \begin{cases}m \varphi_{1}(x) & \text { if } q<1 \\ m \varphi_{1}(x) \log \left(\frac{A}{\varphi_{1}(x)}\right) & \text { if } q=1, A>\operatorname{diam}(\Omega) \\ m \varphi_{1}(x)^{2-q} & \text { if } q>1,\end{cases}
$$

satisfies $-\Delta \underline{u} \leq \delta(x)^{-q}$ in $\Omega$. Thus, the estimates in Proposition 4.10 follows from (4.28) and the maximum principle.

Theorem 4.11 Let $0<a<1, A>\operatorname{diam}(\Omega), p \geq 0$ and $q>0$ be such that $p+q=1$.
Then, the problem

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-q} \log ^{-a}\left(\frac{A}{\delta(x)}\right) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.34}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

has a unique solution $u$ which satisfies

$$
\begin{equation*}
c_{1} \delta(x) \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \leq u(x) \leq c_{2} \delta(x) \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega \tag{4.35}
\end{equation*}
$$

for some $c_{1}, c_{2}>0$.
Proof. Let

$$
w(x)=\varphi_{1}(x) \log ^{b}\left(\frac{A}{\varphi_{1}(x)}\right), \quad x \in \Omega,
$$

where $b=\frac{1-a}{1+p} \in(0,1)$. A straightforward computation yields

$$
\begin{aligned}
-\Delta w= & \lambda_{1} \varphi_{1} \log ^{b}\left(\frac{A}{\varphi_{1}(x)}\right)+b\left(\left|\nabla \varphi_{1}\right|^{2}-\lambda_{1} \varphi_{1}^{2}\right) \varphi_{1}^{-1} \log ^{b-1}\left(\frac{A}{\varphi_{1}(x)}\right) \\
& +b(1-b)\left|\nabla \varphi_{1}\right|^{2} \varphi_{1}^{-1} \log ^{b-2}\left(\frac{A}{\varphi_{1}(x)}\right) \quad \text { in } \Omega
\end{aligned}
$$

Using (4.29) we can find $C_{1}, C_{2}>0$ such that

$$
C_{1} \varphi_{1}^{-1} \log ^{b-1}\left(\frac{A}{\varphi_{1}(x)}\right) \leq-\Delta w \leq C_{2} \varphi_{1}^{-1} \log ^{b-1}\left(\frac{A}{\varphi_{1}(x)}\right) \quad \text { in } \Omega
$$

that is,

$$
C_{1} \varphi_{1}^{-q} \log ^{-a}\left(\frac{A}{\varphi_{1}(x)}\right) w^{-p} \leq-\Delta w \leq C_{2} \varphi_{1}^{-q} \log ^{-a}\left(\frac{A}{\varphi_{1}(x)}\right) w^{-p} \quad \text { in } \Omega .
$$

We now deduce that $\underline{u}=m w$ and $\bar{u}=M w$ are respectively subsolution and supersolution of (4.34) for suitable $0<m<1<M$. Hence, the problem (4.34) has a
solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\begin{equation*}
m \varphi_{1} \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\varphi_{1}(x)}\right) \leq u \leq M \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\varphi_{1}(x)}\right) \quad \text { in } \Omega \tag{4.36}
\end{equation*}
$$

The uniqueness follows from Proposition 4.5 while the boundary behavior of $u$ follows from (4.36) and (4.28). This finishes the proof.

Corollary 4.12 Let $C>0$ and $a, A, p, q$ be as in Theorem 4.11. Then, there exists $c>0$ such that any solution $u$ of

$$
\left\{\begin{aligned}
-\Delta u & \geq C \delta(x)^{-q} \log ^{-a}\left(\frac{A}{\delta(x)}\right) u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
u(x) \geq c \delta(x) \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

Proposition 4.13 Let $A>3 \operatorname{diam}(\Omega)$ and $C>0$. There exists $c>0$ such that any solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ of

$$
\left\{\begin{aligned}
-\Delta u & \geq C \delta^{-1}(x) \log ^{-1}\left(\frac{A}{\delta(x)}\right), u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\begin{equation*}
u(x) \geq c \delta(x) \log \left[\log \left(\frac{A}{\delta(x)}\right)\right] \quad \text { in } \Omega \tag{4.37}
\end{equation*}
$$

Proof. Let

$$
w(x)=\varphi_{1}(x) \log \left[\log \left(\frac{A}{\varphi_{1}(x)}\right)\right], \quad x \in \Omega
$$

An easy computation yields

$$
\begin{aligned}
-\Delta w & =\lambda_{1} \varphi_{1} \log \left[\log \left(\frac{A}{\varphi_{1}(x)}\right)\right]+\frac{\left|\nabla \varphi_{1}\right|^{2}-\lambda_{1} \varphi_{1}^{2}}{\varphi_{1} \log \left(\frac{A}{\varphi_{1}(x)}\right)}+\frac{\left|\nabla \varphi_{1}\right|^{2}}{\varphi_{1} \log ^{2}\left(\frac{A}{\varphi_{1}(x)}\right)} \\
& \leq \frac{c_{0}}{\varphi_{1} \log \left(\frac{A}{\varphi_{1}(x)}\right)} \quad \text { in } \Omega
\end{aligned}
$$

for some $c_{0}>0$. Using (4.28) we can find $m>0$ small enough such that

$$
-\Delta(m w) \leq \frac{C}{\delta(x) \log \left(\frac{A}{\delta(x)}\right)} \quad \text { in } \Omega
$$

Now by the maximum principle we deduce $u \geq m w$ in $\Omega$ and by (4.28) we obtain that $u$ satisfies the estimate (4.37).

Theorem 4.14 Let $p \geq 0, A>\operatorname{diam}(\Omega)$ and $a \in \mathbb{R}$. Then, problem

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-2} \log ^{-a}\left(\frac{A}{\delta(x)}\right) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.38}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

has solutions if and only if $a>1$. Furthermore, if $a>1$ then (4.41) has a unique solution $u$ and there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \leq u(x) \leq c_{2} \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega . \tag{4.39}
\end{equation*}
$$

Proof. Fix $B>A$ such that the function $k:(0, B) \rightarrow \mathbb{R}, k(t)=t^{-2} \log ^{-a}\left(\frac{B}{t}\right)$ is decreasing on $(0, A)$. Then, any solution $u$ of (4.38) satisfies

$$
\left\{\begin{aligned}
-\Delta u & \geq c k(\delta(x)) u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $c>0$. By virtue of Theorem 4.8 we deduce $\int_{0}^{A} t k(t) d t<\infty$, that is, $a>1$.
For $a>1$, let

$$
w(x)=\log ^{b}\left(\frac{B}{\varphi_{1}(x)}\right), \quad x \in \Omega
$$

where $b=\frac{1-a}{1+p}<0$. It is easy to see that

$$
\begin{aligned}
-\Delta w= & -b\left(\left|\nabla \varphi_{1}\right|^{2}+\lambda_{1} \varphi_{1}^{2}\right) \varphi_{1}^{-2} \log ^{b-1}\left(\frac{B}{\varphi_{1}(x)}\right) \\
& -b(b-1)\left|\nabla \varphi_{1}\right|^{2} \varphi_{1}^{-2} \log ^{b-2}\left(\frac{B}{\varphi_{1}(x)}\right) \quad \text { in } \Omega .
\end{aligned}
$$

Choosing $B>0$ large enough, we may assume

$$
\begin{equation*}
\log \left(\frac{B}{\varphi_{1}(x)}\right) \geq 2(1-b) \quad \text { in } \Omega \tag{4.40}
\end{equation*}
$$

Therefore, from (4.29) and (4.40) there exist $C_{1}, C_{2}>0$ such that

$$
C_{1} \varphi_{1}^{-2} \log ^{b-1}\left(\frac{B}{\varphi_{1}(x)}\right) \leq-\Delta w \leq C_{2} \varphi_{1}^{-2} \log ^{b-1}\left(\frac{B}{\varphi_{1}(x)}\right) \quad \text { in } \Omega
$$

that is,

$$
C_{1} \varphi_{1}^{-2} \log ^{-a}\left(\frac{B}{\varphi_{1}(x)}\right) w^{-p} \leq-\Delta w \leq C_{2} \varphi_{1}^{-2} \log ^{-a}\left(\frac{B}{\varphi_{1}(x)}\right) w^{-p} \quad \text { in } \Omega .
$$

As before, from (4.28) it follows that $\underline{u}=m w$ and $\bar{u}=M w$ are respectively subsolution and supersolution of (4.38) provided $m>0$ is small and $M>1$ is large enough. The rest of the proof is the same as for Theorem 4.11.

Corollary 4.15 Let $C>0, p \geq 0, A>\operatorname{diam}(\Omega)$ and $a>1$. Then, there exists $c>0$ such that any solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ of

$$
\left\{\begin{align*}
-\Delta u & \geq C \delta(x)^{-2} \log ^{-a}\left(\frac{A}{\varphi_{1}(x)}\right) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.41}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

satisfies

$$
u(x) \geq c \log ^{\frac{1-a}{1+p}}\left(\frac{A}{\delta(x)}\right) \text { in } \Omega .
$$

### 4.2.2 Nonexistence of a Solution

Our first result concerning the study of (4.22) is the following.
Theorem 4.16 (Nonexistence) Let $p, s \geq 0, q, r>0$ be such that one of the following conditions holds:
(i) $r \min \left\{1, \frac{2-q}{1+p}\right\} \geq 2$.
(ii) $q \min \left\{1, \frac{2-r}{1+s}\right\} \geq 2$.
(iii) $p>\max \{1, r-1\}, 2 r>(1-s)(1+p)$ and $q(1+p-r)>(1+p)(1+s)$.
(iv) $s>\max \{1, q-1\}, 2 q>(1-p)(1+s)$ and $r(1+s-q)>(1+p)(1+s)$.

Then the system (4.22) has no solutions.
Remark that condition (i) in Theorem 4.16 restricts the range of the exponent $q$ to the interval $(0,2)$ while in (iii) the exponent $q$ can take any value greater than 2 , provided we adjust the other three exponents $p, r, s$ accordingly. The same remark applies for the exponent $r$ from the above conditions (ii) and (iv).
Proof. Since the system (4.22) is invariant under the transform

$$
(u, v, p, q, r, s) \rightarrow(v, u, s, r, q, p),
$$

we only need to prove (i) and (iii).
(i) Assume that there exists $(u, v)$ a solution of system (4.22). Note that from (i) we have $0<q<2$. Also, using Proposition 4.7, we can find $c>0$ such that (4.26) holds.

Case 1: $p+q<1$. From our hypothesis (i) we deduce $r \geq 2$. Using the estimates (4.26) in the first equation of the system (4.22) we find

$$
\left\{\begin{align*}
-\Delta u & \leq c_{1} \delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega  \tag{4.42}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

for some $c_{1}>0$. From Proposition 4.10(i) we now deduce $u(x) \leq c_{2} \delta(x)$ in $\Omega$, for some $c_{2}>0$. Using this last estimate in the second equation of (4.22) we find

$$
\left\{\begin{align*}
-\Delta v & \geq c_{3} \delta(x)^{-r} v^{-s}, v>0 & & \text { in } \Omega  \tag{4.43}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $c_{3}>0$. According to Corollary 4.9, this is impossible, since $r \geq 2$.
Case 2: $p+q>1$. From hypothesis (i) we also have $\frac{r(2-q)}{1+p} \geq 2$. In the same manner as above, $u$ satisfies (4.42). Thus, by Proposition 4.10 (iii), there exists $c_{4}>0$ such that

$$
u(x) \leq c_{4} \delta(x)^{\frac{2-q}{1+p}} \quad \text { in } \Omega
$$

Using this estimate in the second equation of system (4.22) we obtain

$$
\left\{\begin{aligned}
-\Delta v & \geq c_{5} \delta(x)^{-\frac{r(2-q)}{1+p}} v^{-s}, v>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

for some $c_{5}>0$, which is impossible in view of Corollary 4.9, since $\frac{r(2-q)}{1+p} \geq 2$.
Case 3: $p+q=1$. From (i) it follows that $r \geq 2$. As in the previous two cases, we easily find that $u$ is a solution of (4.42), for some $c_{1}>0$. Using Proposition 4.10(ii), there exists $c_{6}>0$ such that

$$
u(x) \leq c_{6} \delta(x) \log ^{\frac{1}{1+p}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

for some $A>3 \operatorname{diam}(\Omega)$. Using this estimate in the second equation of (4.22) we obtain

$$
\left\{\begin{align*}
-\Delta v & \geq c_{7} \delta(x)^{-r} \log ^{-\frac{r}{1+p}}\left(\frac{A}{\delta(x)}\right) v^{-s}, v>0 & & \text { in } \Omega  \tag{4.44}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $c_{7}$ is a positive constant. From Theorem 4.8 it follows that

$$
\int_{0}^{1} t^{1-r} \log ^{-\frac{r}{1+p}}\left(\frac{A}{t}\right) d t<\infty
$$

Since $r \geq 2$, the above integral condition implies $r=2$. Now, using (4.44) (with $r=2$ ) and Corollary 4.15, there exists $c_{8}>0$ such that

$$
\begin{equation*}
v(x) \geq c_{8} \log ^{\frac{p-1}{(1+p)(1+s)}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega . \tag{4.45}
\end{equation*}
$$

Using the estimate (4.45) in the first equation of system (4.22) we deduce

$$
\left\{\begin{align*}
-\Delta u & \leq c_{9} \log ^{\frac{q(1-p)}{1+p)(1+s)}}\left(\frac{A}{\delta(x)}\right) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.46}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

for some $c_{9}>0$. Fix $0<a<1-p$. Then, from (4.46) we can find a constant $c_{10}>0$ such that $u$ satisfies

$$
\left\{\begin{aligned}
-\Delta u & \leq c_{10} \delta(x)^{-a} u^{-p}, u>0 & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

By Proposition 4.10(i) (since $a+p<1$ ) we derive $u(x) \leq c_{11} \delta(x)$ in $\Omega$, where $c_{11}>0$. Using this last estimate in the second equation of (4.22) we finally obtain (note that $r=2$ ):

$$
\left\{\begin{aligned}
-\Delta v & \geq c_{12} \delta(x)^{-2} v^{-s}, v>0 & & \text { in } \Omega \\
v & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

which is impossible according to Corollary 4.9. Therefore, the system (4.22) has no solutions.
(iii) Suppose that the system (4.22) has a solution $(u, v)$ and let $M=\max _{x \in \bar{\Omega}} v$. From the first equation of (4.22) we have

$$
\left\{\begin{aligned}
-\Delta u & \geq c_{1} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $c_{1}=M^{-q}>0$. Using Proposition 4.10 (iii) there exists $c_{2}>0$ such that $u(x) \geq$ $c_{2} \delta(x)^{\frac{2}{1+p}}$ in $\Omega$. Combining this estimate with the second equation of (4.22) we find

$$
\left\{\begin{aligned}
-\Delta v & \leq c_{3} \delta(x)^{-\frac{2 r}{1+p}} v^{-s}, v>0 & & \text { in } \Omega \\
v & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

Since $\frac{2 r}{1+p}+s>1$, again by Proposition 4.10 (iii) we obtain that the function $v$ satisfies

$$
v(x) \leq c_{4} \delta(x)^{\frac{2(1+p-r)}{(1+p)(1+s)}} \quad \text { in } \Omega
$$

for some $c_{4}>0$. Using the above estimate in the first equation of (4.22) we find $c_{5}>0$ such that

$$
\left\{\begin{aligned}
-\Delta u & \geq c_{5} \delta(x)^{-\frac{2 q(1+p-r)}{(1+p)(1+s)}} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

which contradicts Corollary 4.9 since $q(1+p-r)>(1+p)(1+s)$. Thus, the system (4.22) has no solutions. This ends the proof of Theorem 4.16.

### 4.2.3 Existence of a Solution

The existence of solutions to (4.22) is obtained under the following assumption on the exponents $p, q, r, s$ :

$$
\begin{equation*}
(1+p)(1+s)-q r>0 \tag{4.47}
\end{equation*}
$$

We also introduce the quantities

$$
\alpha=p+q \min \left\{1, \frac{2-r}{1+s}\right\}, \quad \beta=r+s \min \left\{1, \frac{2-q}{1+p}\right\} .
$$

The above values of $\alpha$ and $\beta$ are related to the boundary behavior of the solution to the singular elliptic problem (4.24) as explained in Proposition 4.10. Our existence result is as follows.

Theorem 4.17 Let $p, s \geq 0, q, r>0$ satisfy (4.47) and one of the following conditions:
(i) $\alpha \leq 1$ and $r<2$.
(ii) $\beta \leq 1$ and $q<2$.
(iii) $p, s \geq 1$ and $q, r<2$.

Then, the system (4.22) has at least one solution.
The proof of the existence is based on the Schauder's fixed point theorem in a suitably chosen closed convex subset of $C(\bar{\Omega}) \times C(\bar{\Omega})$ that contains all the functions having a certain rate of decay expressed in terms of the distance function $\delta(x)$ up to the boundary of $\Omega$.
Proof. (i) We divide the proof into six cases according to the boundary behavior of singular elliptic problems of type (4.24), as described in Proposition 4.10.

Case 1: $r+s>1$ and $\alpha=p+\frac{q(2-r)}{1+s}<1$. By Proposition 4.10(i) and (iii) there exist $0<c_{1}<1<c_{2}$ such that:

- Any subsolution $\underline{u}$ and any supersolution $\bar{u}$ of the problem

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-\frac{q(2-r)}{1+s}} u^{-p}, u>0 & & \text { in } \Omega  \tag{4.48}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

satisfies

$$
\begin{equation*}
\bar{u}(x) \geq c_{1} \delta(x) \quad \text { and } \quad \underline{u}(x) \leq c_{2} \delta(x) \quad \text { in } \Omega . \tag{4.49}
\end{equation*}
$$

- Any subsolution $\underline{v}$ and any supersolution $\bar{v}$ of the problem

$$
\left\{\begin{align*}
-\Delta v & =\delta(x)^{-r} v^{-s}, v>0 & & \text { in } \Omega  \tag{4.50}\\
v & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

satisfies

$$
\begin{equation*}
\bar{v}(x) \geq c_{1} \delta(x)^{\frac{2-r}{1+s}} \quad \text { and } \quad \underline{v}(x) \leq c_{2} \delta(x)^{\frac{2-r}{1+s}} \quad \text { in } \Omega . \tag{4.51}
\end{equation*}
$$

We fix $0<m_{1}<1<M_{1}$ and $0<m_{2}<1<M_{2}$ such that

$$
\begin{equation*}
M_{1}^{\frac{r}{1+s}} m_{2} \leq c_{1}<c_{2} \leq M_{1} m_{2}^{\frac{q}{1+p}} \tag{4.52}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{2}^{\frac{q}{1+p}} m_{1} \leq c_{1}<c_{2} \leq M_{2} m_{1}^{\frac{r}{1+s}} \tag{4.53}
\end{equation*}
$$

Note that the above choice of $m_{i}, M_{i}(i=1,2)$ is possible in view of (4.47). Set

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{cc}
m_{1} \delta(x) \leq u(x) \leq M_{1} \delta(x) & \text { in } \Omega \\
m_{2} \delta(x)^{\frac{2-r}{1+s}} \leq v(x) \leq M_{2} \delta(x)^{\frac{2-r}{1+s}} & \text { in } \Omega
\end{array}\right\} .
$$

For any $(u, v) \in \mathscr{A}$, we consider $(T u, T v)$ the unique solution of the decoupled system

$$
\left\{\begin{align*}
-\Delta(T u) & =v^{-q}(T u)^{-p}, T u>0 & & \text { in } \Omega  \tag{4.54}\\
-\Delta(T v) & =u^{-r}(T v)^{-s}, T v>0 & & \text { in } \Omega \\
T u & =T v=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

and define

$$
\begin{equation*}
\mathscr{F}: \mathscr{A} \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega}) \quad \text { by } \quad \mathscr{F}(u, v)=(T u, T v) \quad \text { for any }(u, v) \in \mathscr{A} \tag{4.55}
\end{equation*}
$$

Thus, the existence of a solution to system (4.22) follows once we prove that $\mathscr{F}$ has a fixed point in $\mathscr{A}$. To this aim, we shall prove that $\mathscr{F}$ satisfies the conditions:

$$
\mathscr{F}(\mathscr{A}) \subseteq \mathscr{A}, \mathscr{F} \text { is compact and continuous. }
$$

Then, by Schauder's fixed point theorem we deduce that $\mathscr{F}$ has a fixed point in $\mathscr{A}$, which, by standard elliptic estimates, is a classical solution to (4.22).

Step 1: $\mathscr{F}(\mathscr{A}) \subseteq \mathscr{A}$. Let $(u, v) \in \mathscr{A}$. From

$$
v(x) \leq M_{2} \delta(x)^{\frac{2-r}{1+s}} \quad \text { in } \Omega
$$

it follows that $T u$ satisfies

$$
\left\{\begin{aligned}
-\Delta(T u) & \geq M_{2}^{-q} \delta(x)^{-\frac{q(2-r)}{1+s}}(T u)^{-p}, T u>0 & & \text { in } \Omega \\
T u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

Thus, $\bar{u}:=M_{2}^{\frac{q}{1+p}} T u$ is a supersolution of (4.48). By (4.49) and (4.53) we obtain

$$
T u=M_{2}^{-\frac{q}{1+p}} \bar{u} \geq c_{1} M_{2}^{-\frac{q}{1+p}} \delta(x) \geq m_{1} \delta(x) \quad \text { in } \Omega
$$

From $v(x) \geq m_{2} \delta(x)^{\frac{2-r}{1+s}}$ in $\Omega$ and the definition of $T u$ we deduce that

$$
\left\{\begin{aligned}
-\Delta(T u) & \leq m_{2}^{-q} \delta(x)^{-\frac{q(2-r)}{1+s}}(T u)^{-p}, T u>0 & & \text { in } \Omega \\
T u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

Thus, $\underline{u}:=m_{2}^{\frac{q}{1+p}} T u$ is a subsolution of problem (4.48). Hence, from (4.49) and (4.52) we obtain

$$
T u=m_{2}^{-\frac{q}{1+p}} \underline{u} \leq c_{2} m_{2}^{-\frac{q}{1+p}} \delta(x) \leq M_{1} \delta(x) \quad \text { in } \Omega
$$

We have proved that $T u$ satisfies

$$
m_{1} \delta(x) \leq T u \leq M_{1} \delta(x) \text { in } \Omega .
$$

In a similar manner, using the definition of $\mathscr{A}$ and the properties of the sub and supersolutions of problem (4.50) we show that $T v$ satisfies

$$
m_{2} \delta(x)^{\frac{2-r}{1+s}} \leq T v \leq M_{2} \delta(x)^{\frac{2-r}{1+s}} \text { in } \Omega .
$$

Thus, $(T u, T v) \in \mathscr{A}$ for all $(u, v) \in \mathscr{A}$, that is, $\mathscr{F}(\mathscr{A}) \subseteq \mathscr{A}$.
Step 2: $\mathscr{F}$ is compact and continuous. Let $(u, v) \in \mathscr{A}$. Since $\mathscr{F}(u, v) \in \mathscr{A}$, we can find $0<a<2$ such that

$$
0 \leq-\Delta(T u),-\Delta(T v) \leq c \delta(x)^{-a} \quad \text { in } \Omega,
$$

for some positive constant $c>0$. Using Proposition 4.6 we now deduce $T u, T v \in$ $C^{0, \gamma}(\bar{\Omega})(0<\gamma<1)$. Since the embedding $C^{0, \gamma}(\bar{\Omega}) \hookrightarrow C(\bar{\Omega})$ is compact, it follows that $\mathscr{F}$ is also compact.

It remains to prove that $\mathscr{F}$ is continuous. To this aim, let $\left\{\left(u_{n}, v_{n}\right)\right\} \subset \mathscr{A}$ be such that $u_{n} \rightarrow u$ and $v_{n} \rightarrow v$ in $C(\bar{\Omega})$ as $n \rightarrow \infty$. Using the fact that $\mathscr{F}$ is compact, there exists $(U, V) \in \mathscr{A}$ such that up to a subsequence we have

$$
T u_{n} \rightarrow U, \quad T v_{n} \rightarrow V \quad \text { in } C(\bar{\Omega}) \quad \text { as } n \rightarrow \infty .
$$

On the other hand, by standard elliptic estimates, the sequences $\left\{T u_{n}\right\}$ and $\left\{T v_{n}\right\}$ are bounded in $C^{2, \beta}(\bar{\omega})(0<\beta<1)$ for any smooth open set $\omega \subset \subset \Omega$. Therefore, up to a diagonal subsequence, we have

$$
T u_{n} \rightarrow U, \quad T v_{n} \rightarrow V \quad \text { in } C^{2}(\bar{\omega}) \quad \text { as } n \rightarrow \infty,
$$

for any smooth open set $\omega \subset \subset \Omega$. Passing to the limit in the definition of $T u_{n}$ and $T v_{n}$ we find that $(U, V)$ satisfies

$$
\left\{\begin{aligned}
-\Delta U & =v^{-q} U^{-p}, U>0 & & \text { in } \Omega \\
-\Delta V & =u^{-r} V^{-s}, V>0 & & \text { in } \Omega \\
U & =V=0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

By uniqueness of (4.54), it follows that $T u=U$ and $T v=V$. Hence

$$
T u_{n} \rightarrow T u, \quad T v_{n} \rightarrow T v \quad \text { in } C(\bar{\Omega}) \quad \text { as } n \rightarrow \infty .
$$

This proves that $\mathscr{F}$ is continuous.
We are now in a position to apply the Schauder's fixed point theorem. Thus, there exists $(u, v) \in \mathscr{A}$ such that $\mathscr{F}(u, v)=(u, v)$, that is, $T u=u$ and $T v=v$. By standard elliptic estimates, it follows that $(u, v)$ is a solution of system (4.22).

The remaining five cases will be considered in a similar way. Due to the different boundary behavior of solutions described in Proposition 4.10, the set $\mathscr{A}$ and the constants $c_{1}, c_{2}$ have to be modified accordingly. We shall point out the way we choose these constants in order to apply Schauder's fixed point theorem.

Case 2: $r+s=1$ and $\alpha=p+q<1$. According to Proposition 4.10(i)-(ii) there exist $0<a<1$ and $0<c_{1}<1<c_{2}$ such that:

- Any subsolution $\underline{u}$ of the problem

$$
\left\{\begin{aligned}
-\Delta u & =\delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}\right.
$$

satisfies

$$
\underline{u}(x) \leq c_{2} \delta(x) \quad \text { in } \Omega
$$

- Any supersolution $\bar{u}$ of the problem

$$
\left\{\begin{aligned}
-\Delta u & =\delta(x)^{-q(1-a)} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\bar{u}(x) \geq c_{1} \delta(x) \quad \text { in } \Omega
$$

- Any subsolution $\underline{v}$ and any supersolution $\bar{v}$ of problem (4.50) satisfies the estimates

$$
\underline{v}(x) \leq c_{2} \delta(x)^{1-a} \quad \text { and } \quad \bar{v}(x) \geq c_{1} \delta(x) \quad \text { in } \Omega .
$$

We now define

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{ll}
m_{1} \delta(x) \leq u(x) \leq M_{1} \delta(x) & \text { in } \Omega \\
m_{2} \delta(x) \leq v(x) \leq M_{2} \delta(x)^{1-a} & \text { in } \Omega
\end{array}\right\}
$$

where $0<m_{i}<1<M_{i}(i=1,2)$ satisfy (4.52), (4.53) and

$$
\begin{equation*}
m_{2}[\operatorname{diam}(\Omega)]^{a}<M_{2} \tag{4.56}
\end{equation*}
$$

We next define the operator $\mathscr{F}$ in the same way as in Case 1 by (4.54) and (4.55). The fact that $\mathscr{F}(\mathscr{A}) \subseteq \mathscr{A}$ and $\mathscr{F}$ is continuous and compact follows in the same manner.

Case 3: $r+s<1$ and $\alpha=p+q<1$. In the same manner we define

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{l}
m_{1} \delta(x) \leq u(x) \leq M_{1} \delta(x) \quad \text { in } \Omega \\
m_{2} \delta(x) \leq v(x) \leq M_{2} \delta(x) \quad \text { in } \Omega
\end{array}\right\}
$$

where $0<m_{i}<1<M_{i}(i=1,2)$ satisfy (4.52)-(4.53) for suitable constants $c_{1}$ and $c_{2}$.

Case 4: $r+s<1$ and $\alpha=p+q=1$. The approach is the same as in Case 2 above if we interchange $u$ with $v$ in the initial system (4.22).

Case 5: $r+s>1$ and $\alpha=p+q=1$. Let $0<a<1$ be fixed such that $a r+s>1$. From Proposition 4.10(i), (iii), there exist $0<c_{1}<1<c_{2}$ such that:

- Any subsolution $\underline{u}$ of the problem

$$
\left\{\begin{aligned}
-\Delta u & =\delta(x)^{-\frac{q(2-a r)}{1+s}} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\underline{u}(x) \leq c_{2} \delta(x)^{a} \quad \text { in } \Omega .
$$

- Any supersolution $\bar{u}$ of the problem

$$
\left\{\begin{aligned}
-\Delta u & =\delta(x)^{-\frac{q(2-r)}{1+s}} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\bar{u}(x) \geq c_{1} \delta(x) \quad \text { in } \Omega .
$$

- Any subsolution $\underline{v}$ of problem (4.50) satisfies

$$
\underline{v}(x) \leq c_{2} \delta(x)^{\frac{2-r}{1+s}} \quad \text { in } \Omega .
$$

- Any supersolution $\bar{v}$ of the problem

$$
\left\{\begin{aligned}
-\Delta v & =\delta(x)^{-a r} v^{-s}, v>0 & & \text { in } \Omega \\
v & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\bar{v}(x) \geq c_{1} \delta(x)^{\frac{2-a r}{1+s}} \quad \text { in } \Omega .
$$

We now define

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{rl}
m_{1} \delta(x) & \leq u(x) \leq M_{1} \delta(x)^{a} \\
& \text { in } \Omega \\
m_{2} \delta(x)^{\frac{2-a r}{1+s}} \leq v(x) \leq M_{2} \delta(x)^{\frac{2-r}{1+s}} & \\
\text { in } \Omega
\end{array}\right\}
$$

where $0<m_{i}<1<M_{i}(i=1,2)$ satisfy (4.52)-(4.53) in which the constants $c_{1}, c_{2}$ are those given above and

$$
m_{1}[\operatorname{diam}(\Omega)]^{1-a}<M_{1}, \quad m_{2}[\operatorname{diam}(\Omega)]^{\frac{r(1-a)}{1+s}}<M_{2}
$$

Case 6: $r+s=1$ and $\alpha=p+q=1$. We proceed in the same manner as above by considering

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{ll}
m_{1} \delta(x) \leq u(x) \leq M_{1} \delta(x)^{1-a} & \text { in } \Omega \\
m_{2} \delta(x) \leq v(x) \leq M_{2} \delta(x)^{1-a} & \text { in } \Omega
\end{array}\right\}
$$

where $0<a<1$ is a fixed constant and $m_{i}, M_{i}(i=1,2)$ satisfy (4.52)-(4.53) for suitable $c_{1}, c_{2}>0$ and

$$
m_{i}[\operatorname{diam}(\Omega)]^{a}<M_{i}, \quad i=1,2 .
$$

(iii) Let

$$
a=\frac{2(1+s-q)}{(1+p)(1+s)-q r}, \quad b=\frac{2(1+p-r)}{(1+p)(1+s)-q r} .
$$

Then

$$
\begin{equation*}
(1+p) a+b q=2, \quad a r+(1+s) b=2 . \tag{4.57}
\end{equation*}
$$

Since $p+b q>1$ and $s+a r>1$, from Proposition 4.10 (iii) and (4.57) above we can find $0<c_{1}<1<c_{2}$ such that

- Any subsolution $\underline{u}$ and any supersolution $\bar{u}$ of the problem

$$
\left\{\begin{aligned}
-\Delta u & =\delta(x)^{-b q} u^{-p}, u>0 & & \text { in } \Omega, \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}\right.
$$

satisfies

$$
\bar{u}(x) \geq c_{1} \delta(x)^{a} \quad \text { and } \quad \underline{u}(x) \leq c_{2} \delta(x)^{a} \quad \text { in } \Omega .
$$

- Any subsolution $\underline{v}$ and any supersolution $\bar{v}$ of the problem

$$
\left\{\begin{aligned}
-\Delta v & =\delta(x)^{-a r} v^{-s}, v>0 & & \text { in } \Omega \\
v & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
\bar{v}(x) \geq c_{1} \delta(x)^{b} \quad \text { and } \quad \underline{v}(x) \leq c_{2} \delta(x)^{b} \quad \text { in } \Omega .
$$

As before, we now define

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{l}
m_{1} \delta(x)^{a} \leq u(x) \leq M_{1} \delta(x)^{a} \\
\text { in } \Omega \\
m_{2} \delta(x)^{b} \leq v(x) \leq M_{2} \delta(x)^{b}
\end{array} \quad \text { in } \Omega\right\}
$$

where $0<m_{1}<1<M_{1}$ and $0<m_{2}<1<M_{2}$ satisfy (4.52)-(4.53). This concludes the proof of Theorem 4.17.

From Theorem 4.16(i)-(ii) and Theorem 4.17(i)-(ii) we have the following necessary and sufficient conditions for the existence of solutions to (4.22).

Corollary 4.18 Let $p, s \geq 0, q, r>0$ satisfy (4.47).
(i) Assume $p+q \leq 1$. Then system (4.22) has solutions if and only if $r<2$.
(ii) Assume $r+s \leq 1$. Then system (4.22) has solutions if and only if $q<2$.

### 4.2.4 Regularity of Solution

A particular feature of system (4.22) is that it does not possess $C^{2}(\bar{\Omega})$ solutions. Indeed, due to the fact that $q, r<0$ and to the homogeneous Dirichlet boundary condition imposed on $u$ and $v$ we have that $u^{-p} v^{-q}$ and $u^{-r} v^{-s}$ are unbounded around $\partial \Omega$, so there are no $C^{2}(\bar{\Omega})$ solutions of (4.22). In turn, $C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$ may exist and our next result provides necessary and sufficient conditions in terms of $p, q, r$ and $s$ for the existence of such solutions.

Theorem 4.19 Let $p, s \geq 0, q, r>0$ satisfy (4.47). Then
(i) System (4.22) has a solution (u,v) with $u \in C^{1}(\bar{\Omega})$ if and only if $\alpha<1$ and $r<2$.
(ii) System (4.22) has a solution $(u, v)$ with $v \in C^{1}(\bar{\Omega})$ if and only if $\beta<1$ and $q<2$.
(iii) System (4.22) has a solution $(u, v)$ with $u, v \in C^{1}(\bar{\Omega})$ if and only if $p+q<1$ and $r+s<1$.

Proof. (i) Assume first that the system (4.22) has a solution $(u, v)$ with $u \in C^{1}(\bar{\Omega})$. Then, there exists $c>0$ such that $u(x) \leq c \delta(x)$ in $\Omega$. Using this fact in the second equation of (4.22), we derive that $v$ satisfies the elliptic inequality (4.43) for some $c_{3}>0$. By Corollary 4.9 this entails $r<2$.

In order to prove that $\alpha<1$ we argue by contradiction. Suppose that $\alpha \geq 1$ and we divide our argument into three cases.

Case 1: $r+s>1$. Then, $\alpha=p+\frac{q(2-r)}{1+s} \geq 1$. From Proposition 4.7 we have $u(x) \geq$ $c \delta(x)$ in $\Omega$, for some $c>0$. Then $v$ satisfies

$$
\left\{\begin{align*}
-\Delta v & \leq c_{1} \delta(x)^{-r} v^{-s}, v>0 & & \text { in } \Omega  \tag{4.58}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $c_{1}>0$. Since $r<2$, from Proposition 4.10(iii) we find $v(x) \leq c_{2} \delta(x)^{\frac{2-r}{1+s}}$ in $\Omega$, for some $c_{2}>0$. Using this estimate in the first equation of system (4.22) we deduce

$$
\left\{\begin{align*}
-\Delta u & \geq c_{3} \delta(x)^{-\frac{q(2-r)}{1+s}} u^{-p}, u>0 & & \text { in } \Omega  \tag{4.59}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $c_{3}>0$. Now, if $\frac{q(2-r)}{1+s} \geq 2$, from Corollary 4.9 the above inequality is impossible. Assume next that $\frac{q(2-r)}{1+s}<2$.

If $\alpha>1$, from (4.28), (4.59) and Proposition 4.10(iii) we find

$$
\begin{equation*}
u(x) \geq c_{4} \delta(x)^{\tau} \geq c_{4} \varphi_{1}(x)^{\tau} \quad \text { in } \Omega \tag{4.60}
\end{equation*}
$$

where

$$
\tau=\frac{2-\frac{q(2-r)}{1+s}}{1+p} \in(0,1) \quad \text { and } \quad c_{4}>0
$$

Fix $x_{0} \in \partial \Omega$ and let $n$ be the outer unit normal vector on $\partial \Omega$ at $x_{0}$. Using (4.60) and the fact that $0<\tau<1$ we have

$$
\begin{aligned}
\frac{\partial u}{\partial n}\left(x_{0}\right) & =\lim _{t \nearrow 0} \frac{u\left(x_{0}+t n\right)-u\left(x_{0}\right)}{t} \\
& \leq c_{4} \lim _{t \nearrow 0} \frac{\varphi_{1}\left(x_{0}+t n\right)-\varphi_{1}\left(x_{0}\right)}{t} \varphi_{1}^{\tau-1}\left(x_{0}+t n\right) \\
& =c_{4} \frac{\partial \varphi_{1}}{\partial n}\left(x_{0}\right) \lim _{t \nearrow 0} \varphi_{1}^{\tau-1}\left(x_{0}+t n\right) \\
& =-\infty .
\end{aligned}
$$

Hence, $u \notin C^{1}(\bar{\Omega})$.
If $\alpha=1$ we proceed in the same manner. From (4.59) and Proposition 4.10(ii) we deduce

$$
u(x) \geq c_{5} \delta(x) \log \frac{1}{1+p}\left(\frac{A}{\delta(x)}\right) \geq c_{6} \varphi_{1}(x) \log ^{\frac{1}{1+p}}\left(\frac{A}{\varphi_{1}(x)}\right) \quad \text { in } \Omega
$$

where $c_{5}, c_{6}>0$. As before, we obtain $\frac{\partial u}{\partial n}\left(x_{0}\right)=-\infty, x_{0} \in \partial \Omega$, which contradicts $u \in C^{1}(\bar{\Omega})$.

Case 2: $r+s<1$. Then, $\alpha=p+q \geq 1$. As in Case 1, $v$ fulfills (4.58) and by Proposition 4.10(i) we find $v(x) \leq c_{7} \delta(x)$ in $\Omega$, for some $c_{7}>0$. Thus, $u$ satisfies

$$
\left\{\begin{aligned}
-\Delta u & \geq c_{8} \delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $c_{8}>0$. From Corollary 4.9 it follows that $q<2$. Since $\alpha=p+q \geq 1$, it follows that $u$ satisfies either the estimate (ii) (if $p+q=1$ ) or the estimate (iii) (if $p+q>1$ ) in Proposition 4.10. Proceeding in the same way as before we derive that the outer unit normal derivative of $u$ on $\partial \Omega$ is $-\infty$, which is impossible.

Case 3: $r+s=1$. This also yields $\alpha=p+q \geq 1$. As before $v$ satisfies (4.58) and by Proposition 4.10 (ii) we deduce

$$
v(x) \leq c_{9} \delta(x) \log \frac{1}{1+s}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

where $c_{9}>0$. It follows that $u$ satisfies

$$
\left\{\begin{align*}
-\Delta u & \geq c_{10} \delta(x)^{-q} \log ^{-\frac{q}{1+s}}\left(\frac{A}{\delta(x)}\right) u^{-p}, u>0 & & \text { in } \Omega  \tag{4.61}\\
u & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $c_{10}>0$. If $q-b \geq 2$ the above inequality is impossible in the light of Corollary 4.9. Assume next that $q-b<2$. If $\alpha=p+q>1$, we fix $0<b<$ $\min \{q, p+q-1\}$ and from (4.61) we have that $u$ satisfies

$$
\left\{\begin{aligned}
-\Delta u & \geq c_{11} \delta(x)^{-(q-b)} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

for some $c_{11}>0$. Now, since $p+q-b>1$, from Proposition 4.10(iii) we find

$$
u(x) \geq c_{12} \delta(x)^{\frac{2-(q-b)}{1+p}} \text { in } \Omega
$$

where $c_{12}>0$. Since $0<\frac{2-(q-b)}{1+p}<1$, we obtain as before that the normal derivative of $u$ on $\partial \Omega$ is infinite, which is impossible.

It remains to consider the case $\alpha=p+q=1$, that is, $p+q=r+s=1$. First, if $q<1+s$, that is, $q \neq 1$ and $s \neq 0$, by (4.61) and Corollary 4.12 we deduce

$$
u(x) \geq c_{13} \delta(x) \log ^{\frac{1+s-q}{(1+p)(1+s)}}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

for some $c_{13}>0$. Proceeding as before we obtain $\frac{\partial u}{\partial n}=-\infty$ on $\partial \Omega$, which is impossible.

If $q=1$ and $s=0$ then we apply Proposition 4.13 to obtain

$$
u(x) \geq c_{14} \delta(x) \log \left[\log \left(\frac{A}{\delta(x)}\right)\right] \quad \text { in } \Omega
$$

where $c_{14}>0$. This also leads us to the same contradiction $\frac{\partial u}{\partial n}=-\infty$ on $\partial \Omega$. Thus, we have proved that if the system (4.22) has a solution $(u, v)$ with $u \in C^{1}(\bar{\Omega})$ then $\alpha<1$ and $r<2$.

Conversely, assume now that $\alpha<1$ and $r<2$. By Theorem 4.17(i) (Cases 1,2 and 3 ) there exists a solution $(u, v)$ of (4.22) such that

$$
u(x) \geq c \delta(x) \quad \text { in } \Omega
$$

and

$$
v(x) \geq c \delta(x) \quad \text { in } \Omega, \quad \text { if } r+s \leq 1,
$$

or

$$
v(x) \geq c \delta(x)^{\frac{2-r}{1+s}} \quad \text { in } \Omega, \quad \text { if } r+s>1
$$

for some $c>0$. Using the above estimates we find

$$
-\Delta u=u^{-p} v^{-q} \leq \boldsymbol{C} \delta(x)^{-\alpha} \quad \text { in } \Omega,
$$

for some $C>0$. By Proposition 4.6, we now deduce $u \in C^{1,1-\alpha}(\bar{\Omega})$. The proof of (ii) is similar.
(iii) Assume first that the system (4.22) has a solution $(u, v)$ with $u, v \in C^{1}(\bar{\Omega})$. Then, there exists $c>0$ such that $v(x) \leq c \delta(x)$ in $\Omega$. Using this estimate in the first equation of (4.22) we find that

$$
\left\{\begin{aligned}
-\Delta u & \geq C \delta(x)^{-q} u^{-p}, u>0 & & \text { in } \Omega \\
u & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

where $C$ is a positive constant. If $p+q \geq 1$, then we combine the result in Proposition 4.10(ii)-(iii) with the techniques used above to deduce $\frac{\partial u}{\partial n}=-\infty$ on $\partial \Omega$, so $u \notin$ $C^{1}(\bar{\Omega})$. Thus, $p+q<1$ and in a similar way we obtain $r+s<1$.

Assume now that $p+q<1$ and $r+s<1$. By Theorem 4.17(i) (Case 3) we have that (4.22) has a solution $(u, v)$ such that $u(x), v(x) \geq c \delta(x)$ in $\Omega$, for some $c>0$. This yields

$$
\begin{aligned}
& -\Delta u \leq C \delta(x)^{-(p+q)} \\
& -\Delta v \leq C \delta(x)^{-(r+s)} \quad \text { in } \Omega \\
& -\Delta
\end{aligned}
$$

where $C>0$. Now Proposition 4.6 implies $u, v \in C^{1}(\bar{\Omega})$. This concludes the proof.

### 4.2.5 Uniqueness

Another feature of system (4.22) is that under some conditions on $p, q, r, s$ it has a unique solution (see Theorem 4.20 below). This is a striking difference between our setting and the case $p, s \leq 0$ and $q, r<0$ largely investigated in the literature so far, where the uniqueness does not seem to occur. In our framework, the uniqueness is achieved from the boundary behavior of the solution to (4.22) deduced from the study of the prototype model (4.24).

Theorem 4.20 Let $p, s \geq 0, q, r>0$ satisfy (4.47) and one of the following conditions:
(i) $p+q<1$ and $r<2$.
(ii) $r+s<1$ and $q<2$.

Then, the system (4.22) has a unique solution.
Proof. We shall prove only (i); the case (ii) follows in the same manner.
Let $\left(u_{1}, v_{1}\right)$ and ( $u_{2}, v_{2}$ ) be two solutions of system (4.22). Using Proposition 4.7 there exists $c_{1}>0$ such that

$$
\begin{equation*}
u_{i}(x), v_{i}(x) \geq c_{1} \delta(x) \quad \text { in } \Omega, i=1,2 . \tag{4.62}
\end{equation*}
$$

Hence, $u_{i}$ satisfies

$$
\left\{\begin{aligned}
-\Delta u_{i} & \leq c_{2} \delta(x)^{-q} u_{i}^{-p}, u_{i}>0 & & \text { in } \Omega \\
u_{i} & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

for some $c_{2}>0$. By Proposition 4.10(i) and (4.62) there exists $0<c<1$ such that

$$
\begin{equation*}
c \delta(x) \leq u_{i}(x) \leq \frac{1}{c} \delta(x) \quad \text { in } \Omega, i=1,2 \tag{4.63}
\end{equation*}
$$

This means that we can find a constant $C>1$ such that $C u_{1} \geq u_{2}$ and $C u_{2} \geq u_{1}$ in $\Omega$.
We claim that $u_{1} \geq u_{2}$ in $\Omega$. Supposing the contrary, let

$$
M=\inf \left\{A>1: A u_{1} \geq u_{2} \text { in } \Omega\right\} .
$$

By our assumption, we have $M>1$. From $M u_{1} \geq u_{2}$ in $\Omega$, it follows that

$$
-\Delta v_{2}=u_{2}^{-r} v_{2}^{-s} \geq M^{-r} u_{1}^{-r} v_{2}^{-s} \quad \text { in } \Omega
$$

Therefore $v_{1}$ is a solution and $M^{\frac{r}{1+s}} v_{2}$ is a supersolution of

$$
\left\{\begin{aligned}
-\Delta w & =u_{1}^{-r} w^{-s}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega .
\end{aligned}\right.
$$

By Proposition 4.5 we obtain

$$
v_{1} \leq M^{\frac{r}{1+s}} v_{2} \quad \text { in } \Omega
$$

The above estimate yields

$$
-\Delta u_{1}=u_{1}^{-p} v_{1}^{-q} \geq M^{-\frac{q r}{1+s}} u_{1}^{-p} v_{2}^{-q} \quad \text { in } \Omega
$$

It follows that $u_{2}$ is a solution and $M^{\frac{q r}{(1+p)(1+s)}} u_{1}$ is a supersolution of

$$
\left\{\begin{aligned}
-\Delta w & =v_{2}^{-q} w^{-p}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

By Proposition 4.5 we now deduce

$$
M^{\frac{q r}{(1+p)(1+s)}} u_{1} \geq u_{2} \quad \text { in } \Omega
$$

Since $M>1$ and $\frac{q r}{(1+p)(1+s)}<1$, the above inequality contradicts the minimality of $M$. Hence, $u_{1} \geq u_{2}$ in $\Omega$. Similarly we deduce $u_{1} \leq u_{2}$ in $\Omega$, so $u_{1} \equiv u_{2}$ which also yields $v_{1} \equiv v_{2}$. Therefore, the system has a unique solution. This completes the proof of Theorem 4.20.

### 4.3 Sublinear Lane-Emden Systems with Singular Data

Let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with $C^{2, \alpha}(0<\alpha<1)$ boundary. In this section we shall be concerned with the following elliptic system

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-a} v^{p}, u>0 & & \text { in } \Omega  \tag{4.64}\\
-\Delta v & =\delta(x)^{-b} u^{q}, v>0 & & \text { in } \Omega \\
u & =v=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Omega), a, b \geq 0$ and $p, q \in \mathbb{R}$ satisfy $-1<p q<1$.
Our discussion splits up into four cases according to the sign of $p$ and $q$.

### 4.3.1 Case $p>0$ and $q>0$

Theorem 4.21 Assume that $p, q>0$ satisfy $p q<1$ and one of the following holds:
(i) $a-p<2$ and $b-q \min \{1,2-a+p\}<1$.
(ii) $b-q<2$ and $a-p \min \{1,2-b+q\}<1$.

Then, the system (4.64) has at least one solution.
Proof. Before we proceed with the proof of Theorem 4.21 we state the following auxiliary result whose proof is similar to those in Sect. 4.2.1.

Lemma 4.22 Let $0<a<2$ and $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be such that

$$
0 \leq-\Delta u \leq \delta(x)^{-a}, u>0 \quad \text { in } \Omega, \quad \text { and } \quad u=0 \quad \text { on } \partial \Omega .
$$

Then:
(i) There exists $0<\gamma<1$ such that $u \in C^{0, \gamma}(\bar{\Omega})$. Moreover, if $0<a<1$ then $u \in C^{1,1-a}(\bar{\Omega})$.
(ii) If $0<a<1$ then there exists $c>0$ such that $u \leq c \delta(x)$ in $\Omega$.
(iii) If $a=1$ and $\tau>1$ then, there exist $c>0$ and $A>\operatorname{diam}(\Omega)$ such that

$$
u \leq c \delta(x) \log ^{\tau}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

In particular, for any $0<\varepsilon<1$ there exist $c>0$ such that $u \leq c \delta(x)^{1-\varepsilon}$ in $\Omega$. (iv) If $1<a<2$ then, there exists $c>0$ such that $u \leq c \delta(x)^{2-a}$ in $\Omega$.

We shall prove only (i), the proof of (ii) is similar. First, we fix $\tau>0$ such that $(p+\tau) q<1$. We divide our argument into three cases according to the boundary behavior of the solutions to some singular elliptic inequalities as described in Lemma 4.22.

Case 1: $1<a-p<2$. By Lemma 4.22, there exists $C>0$ such that:

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{align*}
-\Delta w & \leq \delta(x)^{-a+p}, w>0 & & \text { in } \Omega  \tag{4.65}\\
w & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

satisfies

$$
\begin{equation*}
w(x) \leq C \delta(x)^{2-a+p} \quad \text { in } \Omega \tag{4.66}
\end{equation*}
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{align*}
-\Delta w & \leq \delta(x)^{-b+q(2-a+p)}, w>0 & & \text { in } \Omega  \tag{4.67}\\
w & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

satisfies

$$
\begin{equation*}
w(x) \leq C \delta(x) \quad \text { in } \Omega . \tag{4.68}
\end{equation*}
$$

We fix $M>1$ with the property

$$
\begin{equation*}
C<\min \left\{M^{\tau}, M^{1-(p+\tau) q}\right\} \tag{4.69}
\end{equation*}
$$

and define

$$
\mathscr{A}:=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{ll}
0 \leq u \leq M^{p+\tau} \delta(x)^{2-a+p} & \text { in } \Omega \\
0 \leq v \leq M \delta(x) & \text { in } \Omega
\end{array}\right\}
$$

For any $(u, v) \in \mathscr{A}$, we consider $(T u, T v)$ the unique solution of

$$
\left\{\begin{align*}
-\Delta(T u) & =\delta(x)^{-a} v^{p}, T u>0 & & \text { in } \Omega  \tag{4.70}\\
-\Delta(T v) & =\delta(x)^{-b} u^{q}, T v>0 & & \text { in } \Omega \\
T u & =T v=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

and define $\mathscr{F}: \mathscr{A} \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega})$ by

$$
\begin{equation*}
\mathscr{F}(u, v)=(T u, T v) \quad \text { for any }(u, v) \in \mathscr{A} . \tag{4.71}
\end{equation*}
$$

Remark that (4.70) has a unique solution, in other words, $\mathscr{F}$ is well defined. Indeed for the existence of $T u$ we remark that $0 \leq \delta(x)^{-a} v^{p} \leq c \delta(x)^{-a+p}$ in $\Omega$. Therefore, by Lemma 4.22(iv) we find that $\underline{w} \equiv 0$ and $\bar{w}=A \varphi_{1}^{2-a}, A>1$ large, are sub and supersolutions respectively. Therefore, there exists $T u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that $-\Delta(T u)=\delta(x)^{-a} v^{p}$ in $\Omega$ and $T u=0$ on $\partial \Omega$. The uniqueness of $T u$ and the fact that $T u>0$ in $\Omega$ follows from the standard maximum principle. The existence and uniqueness of $T v$ is similar.

As in the previous section we next prove that $\mathscr{F}$ is compact and continuous and that $\mathscr{F}(\mathscr{A}) \subseteq \mathscr{A}$. By the Schauder fixed point theorem we then obtain that $\mathscr{F}$ has a fixed point which is a solution of (4.64).

Case 2: $a-p=1$. We fix $\varepsilon>0$ small enough such that $b-q(1-\varepsilon)<1$. By Lemma 4.22(ii)-(iii), there exists $C>0$ such that

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta w & \leq \delta(x)^{-1}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
w(x) \leq C \delta(x)^{1-\varepsilon} \quad \text { in } \Omega
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta w & \leq \delta(x)^{-b+q(1-\varepsilon)}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
w(x) \leq C \delta(x) \quad \text { in } \Omega .
$$

We next proceed as before by considering

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{ll}
0 \leq u(x) \leq M^{p+\tau} \delta(x)^{1-\varepsilon} & \text { in } \Omega \\
0 \leq v(x) \leq M \delta(x) & \text { in } \Omega
\end{array}\right\}
$$

where $M>1$ is a constant that fulfills (4.69).
Case 3: $a-p<1$. In this case $-b+q<1$ and by Lemma 4.22 there exists $C>0$ such that

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta w & \leq \delta(x)^{-a+p}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
w(x) \leq C \delta(x) \quad \text { in } \Omega .
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta w & \leq \delta(x)^{-b+q(1-\varepsilon)}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
w(x) \leq C \delta(x) \quad \text { in } \Omega
$$

We next proceed as in Case 1 by considering

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{ll}
0 \leq u(x) \leq M^{p+\tau} \delta(x) & \text { in } \Omega \\
0 \leq v(x) \leq M \delta(x) & \text { in } \Omega
\end{array}\right\}
$$

This finishes the proof of Theorem 4.21.

### 4.3.2 Case $p>0$ and $q<0$

In this section we shall be concerned with the case $p>0>q$. First, we obtain the following nonexistence result.

Theorem 4.23 Assume $p>0>q$ and one of the following holds:
(i) $a-p \geq 2$ or $b \geq 2$.
(ii) $0<a<1$ and $b-q \geq 2$.
(iii) $a=1$ and $b>1$ and $b \geq 2+q$.
(iv) $1<a<2$ and $b-q(2-a) \geq 2$.

Then, the system (4.64) has no solutions.
Proof. (i) Assume $a-p \geq 2$. By Lemma 4.7 we have $v \geq c \delta(x)$ in $\Omega$, for some $c>0$. Using this estimate in the first equation of (4.64) we find $-\Delta u \geq c_{1} \delta(x)^{a-p}$ in $\Omega$, for some $c_{1}>0$, which is impossible by Corollary 4.9.

If $b \geq 2$, we use the second equation of (4.64) to derive

$$
-\Delta v \geq\|u\|_{\infty}^{q} \delta(x)^{-b} \quad \text { in } \Omega
$$

which is impossible according to Corollary 4.9.
(ii) From the first equation of (4.64) and $p>0$ we deduce

$$
-\Delta u \leq\|v\|_{\infty}^{p} \delta(x)^{-a} \quad \text { in } \Omega .
$$

Since $0<a<1$, Lemma 4.22(ii) yields $u \leq c_{0} \delta(x)$ in $\Omega$, for some $c_{0}>0$. Using this estimate in the second equation of (4.64) we deduce $-\Delta v \geq c_{1} \delta(x)^{-b+q}$ in $\Omega$. Since $b-q \geq 2$, we arrive at a contradiction according to Corollary 4.9.
(iii) Let $\tau>1$. Since $-\Delta u \leq\|v\|_{\infty}^{p} \delta(x)^{-1}$ in $\Omega$, there exists $c>0$ such that

$$
u \leq c \delta(x) \log ^{\tau}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega .
$$

Thus,

$$
-\Delta v=\delta(x)^{-b} u^{q} \geq C \delta(x)^{-b+q} \log ^{\tau q}\left(\frac{A}{\delta(x)}\right) \quad \text { in } \Omega
$$

where $C$ is a positive constant. By Theorem 4.8 we now deduce

$$
\int_{0}^{1} t^{-b+q+1} \log ^{\tau q}\left(\frac{A}{t}\right) d t<\infty
$$

which, in view of the fact that $b \geq q+2$ and $b>1$, yields $b-q=2$ and $\tau q<$ -1 . Since $\tau>1$ was arbitrary, it follows that $q \leq-1$ so $b=q+2 \leq 1$, which is impossible.
(iv) As before, from the first equation of (4.64) we have

$$
-\Delta u \leq\|v\|_{\infty}^{p} \delta(x)^{-a} \quad \text { in } \Omega .
$$

From Lemma 4.22(iv) we find $u \leq c_{2} \delta(x)^{2-a}$ in $\Omega$, where $c_{2}$ is a positive constant. Using this last inequality in the second equation of (4.64) we derive
$-\Delta v \geq c_{3} \delta(x)^{-b+q(2-a)}$ in $\Omega$, which is impossible by Corollary 4.9. This ends the proof of Theorem 4.23.

Theorem 4.24 Let $p>0>q$ satisfy $p q>-1$.
(i) If $b-q<1$ then the system (4.64) has solutions if and only if $a-p<2$.
(ii) If $0<a<1$ then the system (4.64) has solutions if and only if $b-q<2$.

Furthermore, in both the above cases the system (4.64) has a unique solution.
Proof. (i) If $a-p \geq 2$, then by Theorem 4.23 there are no solutions of system (4.64). Suppose next that $a-p<2$. The proof is similar to that for Theorem 4.21. Fix $\tau>0$ such that $(p+\tau) q>-1$ and assume first that $1<a-p<2$. According to Proposition 4.10(i) and Lemma 4.22(iv) there exist $c_{1}>c_{2}>0$ such that

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ that satisfies (4.65) also fulfills

$$
w(x) \leq c_{1} \delta(x)^{2-a+p} \quad \text { in } \Omega
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ that satisfies (4.67) also fulfills

$$
w(x) \leq c_{1} \delta(x) \quad \text { in } \Omega
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ that satisfies

$$
\left\{\begin{aligned}
-\Delta w & \geq \delta(x)^{-a+p}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

also has the property that

$$
w(x) \geq c_{2} \delta(x)^{2-a+p} \quad \text { in } \Omega
$$

- Any function $w \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\left\{\begin{aligned}
-\Delta w & \geq \delta(x)^{-b+q(2-a+p)}, w>0 & & \text { in } \Omega \\
w & =0 & & \text { on } \partial \Omega
\end{aligned}\right.
$$

satisfies

$$
w(x) \geq c_{2} \delta(x) \quad \text { in } \Omega
$$

Now we fix $M>1$ such that

$$
\min \left\{M^{\tau}, M^{1+(p+\tau) q}\right\}>\max \left\{c_{1}, c_{2}^{-1}\right\}
$$

We apply Schauder's fixed point theorem for the mapping $\mathscr{F}$ defined by (4.70) and (4.71) where this time the set $\mathscr{A} \subset C(\bar{\Omega}) \times C(\bar{\Omega})$ is given by

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{rlrl}
\frac{1}{M^{p+\tau}} \delta(x)^{2-a+p} & \leq u(x) \leq M^{p+\tau} \delta(x)^{2-a+p} & & \text { in } \Omega \\
\frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & & \text { in } \Omega
\end{array}\right\} .
$$

If $a-p=1$ we fix $0<\varepsilon<1$ and proceed in the same fashion with the set

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{cc}
\frac{1}{M^{p+\tau}} \delta(x) \leq u(x) \leq M^{p+\tau} \delta(x)^{1-\varepsilon} & \text { in } \Omega \\
\frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & \text { in } \Omega
\end{array}\right\}
$$

where $M>1$ is a suitably chosen constant. Finally, if $a-p<1$ we define the set $\mathscr{A}$ as

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{cc}
\frac{1}{M^{p+\tau}} \delta(x) \leq u(x) \leq M^{p+\tau} \delta(x) & \\
\text { in } \Omega \\
\frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & \text { in } \Omega
\end{array}\right\} .
$$

For the uniqueness, we first remark that any solution $(u, v)$ of (4.64) satisfies $v \in$ $C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$. Indeed, by Proposition 4.7 there exists $c>0$ such that $u, v \geq c \delta(x)$ in $\Omega$. Thus, $-\Delta v \leq c \delta(x)^{-b+q}$ in $\Omega$ so, by Lemma 4.22(i)-(ii) we have $v \in C^{1}(\bar{\Omega})$ and $v(x) \leq c_{0} \delta(x)$ in $\Omega$ for some $c_{0}>0$.

Let $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ be two solutions of (4.64). Using the above remark, there exists $0<m<1$ such that

$$
\begin{equation*}
m \delta(x) \leq v_{i}(x) \geq \frac{1}{m} \delta(x) \quad \text { in } \Omega, i=1,2 . \tag{4.72}
\end{equation*}
$$

Therefore, we can find a constant $C>1$ such that $C v_{1} \geq v_{2}$ and $C v_{2} \geq v_{1}$ in $\Omega$. We claim that $v_{1} \geq v_{2}$ in $\Omega$. Supposing the contrary, let

$$
M=\inf \left\{A>1: A v_{1} \geq v_{2} \text { in } \Omega\right\} .
$$

By our assumption, we have $M>1$. From $M v_{1} \geq v_{2}$ in $\Omega$, it follows that $-\Delta u_{2}=$ $\delta(x)^{-a} v_{2}^{p} \leq M^{p} \delta(x)^{-a} v_{1}^{p}$ in $\Omega$. Hence $-\Delta\left(M^{-p} u_{2}\right) \leq \delta(x)^{-a} v_{1}^{p}=-\Delta u_{1}$ in $\Omega$, which yields $M^{-p} u_{2} \leq u_{1}$ in $\Omega$. Using the last inequality we have

$$
-\Delta v_{1}=\delta(x)^{-b} u_{1}^{q} \leq M^{-p q} \delta(x)^{-b} u_{2}^{q} \quad \text { in } \Omega
$$

It follows that $-\Delta\left(M^{p q} v_{1}\right) \leq \delta(x)^{-b} u_{2}^{q}=-\Delta v_{2}$ in $\Omega$, which implies $M^{p q} v_{1} \leq v_{2}$ in $\Omega$. Further we obtain $-\Delta u_{2}=\delta(x)^{-a} v_{2}^{p} \geq M^{p^{2} q} \delta(x)^{-a} v_{1}^{p}$ in $\Omega$. As before we


$$
-\Delta v_{1}=\delta(x)^{-b} u_{1}^{q} \geq M^{-p^{2} q^{2}} \delta(x)^{-b} u_{2}^{q} \quad \text { in } \Omega
$$

It follows that

$$
-\Delta\left(M^{p^{2} q^{2}} v_{1}\right) \geq \delta(x)^{-b} u_{2}^{q}=-\Delta v_{2} \quad \text { in } \Omega
$$

Thus, $M^{p^{2} q^{2}} v_{1} \geq v_{2}$ in $\Omega$. Since $0<p^{2} q^{2}<1$, the above inequality contradicts the definition of $M$. Thus, $v_{1} \geq v_{2}$ in $\Omega$ and similarly we obtain $v_{2} \geq v_{1}$ in $\Omega$. Hence $v_{1} \equiv v_{2}$ which yields $u_{1} \equiv u_{2}$. The proof of (ii) is similar.

### 4.3.3 Case $p<0$ and $q<0$

Theorem 4.25 Let $p, q<0$ satisfy $p q<1$ and assume one of the following conditions holds:
(i) $b-q<1$ and $a-p<2$.
(ii) $a-p<1$ and $b-q<2$.

Then, the system (4.64) has a unique solution.
Proof. The proof is similar to that for Theorem 4.24. We only point out the differences. We fix $\tau>0$ such that $(p-\tau) q<1$.
(i) If $1<a-p<2$ then we proceed as in the proof of Theorem 4.24 for the set $\mathscr{A} \subset C(\bar{\Omega}) \times C(\bar{\Omega})$ given by
$\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{rlr}M^{p-\tau} \delta(x)^{2-a+p} \leq u(x) \leq M^{-p+\tau} \delta(x)^{2-a+p} & & \text { in } \Omega \\ \frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & & \text { in } \Omega\end{array}\right\}$.

If $a-p=1$ we fix $0<\varepsilon<1$ and proceed in the same way with the set

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{rlrl}
M^{p-\tau} \delta(x) \leq u(x) \leq M^{-p+\tau} \delta(x)^{1-\varepsilon} & & \text { in } \Omega \\
\frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & & \text { in } \Omega
\end{array}\right\}
$$

where $M>1$ is a suitably chosen constant. Finally, if $a-p<1$ we define $\mathscr{A}$ as

$$
\mathscr{A}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): \begin{array}{rlrl}
M^{p-\tau} \delta(x) \leq u(x) \leq M^{-p+\tau} \delta(x) & & \text { in } \Omega \\
\frac{1}{M} \delta(x) \leq v(x) \leq M \delta(x) & & \text { in } \Omega
\end{array}\right\}
$$

For the uniqueness, we first remark that any solution $(u, v)$ of (4.64) satisfies $c_{1} \delta(x) \leq v \leq c_{2} \delta(x)$ in $\Omega$. Indeed, by Proposition 4.7 there exists $c>0$ such that $u, v \geq c \boldsymbol{\delta}(x)$ in $\Omega$. Then $-\Delta v \leq c^{q} \delta(x)^{-b+q}$ in $\Omega$ so, according to Lemma 4.22(ii) we have $v \leq c_{0} \delta(x)$ in $\Omega$ for some $c_{0}>0$.

Let $\left(u_{1}, v_{1}\right)$ and ( $u_{2}, v_{2}$ ) be two solutions of (4.64). By the above remark $v_{i}$ ( $i=1,2$ ), are both comparable to the distance function $\delta(x)$ up to the boundary. Therefore, we can find a constant $C>1$ such that $C v_{1} \geq v_{2}$ and $C v_{2} \geq v_{1}$ in $\Omega$. We next proceed in the same manner as in the proof of Theorem 4.24. The proof of (ii) is similar.

### 4.3.4 Further Extensions: Superlinear Case

We want to point out here some features of the superlinear case $p, q>0$ and $p q>1$. In this setting, system (4.64) has a variational structure. More precisely, one can see (4.64) as a Hamiltonian system:

$$
\left\{\begin{aligned}
&-\Delta u=H_{v}(x, u, v) \text { in } \Omega \\
&-\Delta v=H_{u}(x, u, v) \text { in } \Omega \\
& u=v=0 \\
& \text { on } \partial \Omega
\end{aligned}\right.
$$

where

$$
H(x, u, v)=\frac{u^{p+1}}{(p+1) \delta(x)^{a}}+\frac{v^{q+1}}{(q+1) \delta(x)^{b}}
$$

The approach in this case is variational, it consists of using the fractional powers of the negative Laplace operator subject to homogeneous Dirichlet boundary conditions.

In fact, we deduce the existence of solutions for a more general system, namely

$$
\left\{\begin{align*}
-\Delta u & =\delta(x)^{-a}|v|^{p-1} v & & \text { in } \Omega,  \tag{4.73}\\
-\Delta v & =\delta(x)^{-b}|u|^{q-1} u & & \text { in } \Omega, \\
u & =v=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

Our main result concerning system (4.73) is the following.

Theorem 4.26 Let $p, q>0$ satisfy $p q>1$ and

$$
\begin{gather*}
\frac{1-a}{1+p}+\frac{1-b}{1+q}>\frac{N-2}{N}  \tag{4.74}\\
p<\frac{2 N(1-a)}{N-4} \quad \text { and } \quad q<\frac{2 N(1-b)}{N-4} \quad \text { if } N \geq 5 . \tag{4.75}
\end{gather*}
$$

Then, the system (4.73) has infinitely many solutions of which at least one is positive.
Proof. The proof is similar to that in [63, Theorem 1]; we only point out here the main differences. Consider the Laplace operator

$$
-\Delta: H^{2}(\Omega) \cap H_{0}^{1}(\Omega) \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega)
$$

and denote by $\left\{\lambda_{n}, e_{n}\right\}$ the corresponding eigenvalues and eigenfunctions with

$$
0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n} \rightarrow \infty \quad \text { and } \quad\left\|e_{n}\right\|_{2}=1
$$

Thus, any $u \in H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$ has the unique representation

$$
u=\sum_{n \geq 1} a_{n} e_{n} \quad \text { where } a_{n}=\int_{\Omega} u e_{n} d x
$$

For any $0<s<1$ we define

$$
E^{s}=\left\{u=\sum_{n \geq 1} a_{n} e_{n} \in L^{2}(\Omega): \sum_{n \geq 1} \lambda_{n}^{2 s} a_{n}^{2}<\infty\right\} .
$$

The $s$-power $A^{s}$ of $-\Delta$ is defined as

$$
A^{s}: E^{s} \subset L^{2}(\Omega) \rightarrow L^{2}(\Omega), \quad A^{s}=\sum_{n \geq 1} \lambda_{n}^{s} a_{n} e_{n} .
$$

It turns out that $E^{s}$ is a Hilbert space with the inner product

$$
\langle u, v\rangle_{E^{s}}=\int_{\Omega} A^{s} u A^{s} v d x
$$

Moreover, $E^{s}$ is a fractional Sobolev space (see [135]) and $E^{s} \subseteq H^{2 s}(\Omega)$ for all $0<s<1$. Further, the embedding $E^{s} \hookrightarrow L^{r}(\Omega)$ is compact provided $\frac{1}{r} \geq \frac{1}{2}-\frac{2 s}{N}$. Note that by Hölder inequality we have

$$
\int_{\Omega} \frac{u^{q+1}}{\delta(x)^{b}} d x \leq\|u\|_{L^{r}(\Omega)}^{q+1}\left(\int_{\Omega} \delta(x)^{\frac{-b r}{r-(q+1)}} d x\right)^{\frac{r-(q+1)}{r}} \leq C\|u\|_{L^{r}(\Omega)}^{q+1}
$$

for all $u \in E^{s}$ and $r>(q+1) /(1-b)$. Thus the embedding

$$
E^{s} \hookrightarrow L^{q+1}\left(\Omega, \delta(x)^{-b}\right)
$$

is compact. Using (4.74)-(4.75), one can find $0<s, t<1$ such that $s+t=1$ and

$$
N-4 t<\frac{2 N(1-a)}{1+p} \quad \text { and } \quad N-4 s<\frac{2 N(1-b)}{1+q} .
$$

Then the embeddings

$$
E^{s} \hookrightarrow L^{q+1}\left(\Omega, \delta(x)^{-b}\right) \quad \text { and } \quad E^{t} \hookrightarrow L^{p+1}\left(\Omega, \delta(x)^{-a}\right)
$$

are compact.
Let $E=E^{s} \times E^{t}$. We first look for $(s, t)$-weak solutions to (4.73) in the following sense.

Definition 4.1. We say that $(u, v)$ is an $(s, t)$-weak solution of system (4.73) if

$$
\int_{\Omega} A^{s} u A^{t} \phi d x+\int_{\Omega} A^{t} v A^{s} \psi d x-\int_{\Omega} \frac{v^{p}}{\delta(x)^{a}} \phi d x-\int_{\Omega} \frac{u^{q}}{\delta(x)^{b}} \psi d x=0
$$

for all $(\phi, \psi) \in E$.
It is easy to see that any $(s, t)$-weak solution of (4.73) is in fact a critical point of the functional

$$
I: E \rightarrow \mathbb{R}, \quad I(u, v)=\int_{\Omega} A^{s} u A^{t} v d x-\int_{\Omega} H(x, u, v) d x
$$

Remark that if $(u, v)$ is an $(s, t)$-weak solution of (4.73) then

$$
u \in W^{2, p_{1}}(\Omega) \quad \text { and } \quad v \in W^{2, q_{1}}(\Omega)
$$

for all $p_{1}, q_{1}>1$ that satisfy

$$
p_{1}\left(p+\frac{2 N a}{N-4 t}\right)<\frac{2 N}{N-4 s} \quad \text { and } \quad q_{1}\left(q+\frac{2 N b}{N-4 s}\right)<\frac{2 N}{N-4 s} .
$$

From now on we employ step by step the same arguments as in [63] in order to deduce that system (4.73) has infinitely many solutions of which at least one is positive.

# Chapter 5 <br> Singular Elliptic Inequalities in Exterior Domains 

The true sign of intelligence is not knowledge but imagination.

Albert Einstein (1879-1955)

### 5.1 Introduction

In this chapter we study the existence and nonexistence of $C^{2}$ positive solutions $u(x)$ of the following semilinear elliptic inequality

$$
\begin{equation*}
-\Delta u \geq \varphi\left(\delta_{K}(x)\right) f(u) \quad \text { in } \mathbb{R}^{N} \backslash K \tag{5.1}
\end{equation*}
$$

where $K$ is a compact set in $\mathbb{R}^{N}(N \geq 2)$ and $\delta_{K}(x)=\operatorname{dist}(x, \partial K)$. We assume that $\varphi \in C^{0, \gamma}(0, \infty)(0<\gamma<1)$ and $f \in C^{1}(0, \infty)$ are positive functions such that $\varphi$ is nonincreasing and $f$ is decreasing.

Elliptic equations or inequalities in unbounded domains have been subject to extensive study recently (see, e.g., $[59,60,95,120,121,136,164,165]$ and the references therein). In $[59,60]$ the authors are concerned with elliptic problems with superlinear nonlinearities $f(t)$ in exterior domains. Large classes of elliptic inequalities in exterior or cone-like domains involving various types of differential operators are considered in [120, 121, 136, 164, 165]. In [190-194] elliptic inequalities are studied in a punctured neighborhood of the origin and asymptotic radial symmetry of solutions is investigated. The main novelty here is the presence of the distance func-
tion $\delta_{K}(x)$ to the boundary of the compact set $K$ which, as we shall see, will play a significant role in the qualitative study of (5.1).

In our approach to (5.1) we shall distinguish between the case where $K$ is nondegenerate, that is, $K$ has at least one component which is the closure of a $C^{2}$ domain, and the case where $K$ is degenerate which means that $K$ reduces to a finite set of points.

We provide general nonexistence results of solutions to (5.1) for various types of compact sets $K \subset \mathbb{R}^{N}, N \geq 2$. Our study points out the role played by the geometry of $K$ in the existence of $C^{2}$ positive solutions to (5.1). For instance, if $K$ consists of finitely many components each of which is the closure of a $C^{2}$ domain, then (5.1) has solutions if and only if

$$
\begin{equation*}
\int_{0}^{\infty} r \varphi(r) d r<\infty \tag{5.2}
\end{equation*}
$$

In turn, if $K$ consists of a finite number of points, then the existence of a $C^{2}$ positive solution to (5.1) depends on both $\varphi$ and $f$. If $f(t)=t^{-p}, p>0$, and $K$ reduces to a single point (by translation one may consider $K=\{0\}$ ) we describe the solution set of

$$
\begin{equation*}
-\Delta u=\varphi(|x|) u^{-p} \quad \text { in } \mathbb{R}^{N} \backslash\{0\} \tag{5.3}
\end{equation*}
$$

For a large class of functions $\varphi$, we show that any $C^{2}$ positive solution of (5.3) (if it exists) is radially symmetric. Furthermore, the solution set of (5.3) consists of a two-parameter family of radially symmetric functions.

If (5.1) has solutions, we prove that it has a minimal $C^{2}$ positive solution $\tilde{u}$ in the sense of the usual order relation. Moreover, $\tilde{u}$ is a ground-state of (5.1), that is, $\tilde{u}(x) \rightarrow 0$ as $|x| \rightarrow \infty$. In some cases depending on the geometry of $\partial K$ we prove that $\tilde{u}$ is continuous up to the boundary of $K$.

### 5.2 Some Elliptic Problems in Bounded Domains

In this section we obtain some results for related elliptic problems in bounded domains that will be further used in the sequel. We start with the following comparison result.

Lemma 5.1 Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a nonempty open set and $g: \Omega \times(0, \infty) \rightarrow$ $(0, \infty)$ be a continuous function such that $g(x, \cdot)$ is decreasing for all $x \in \Omega$. Assume
that $u, v$ are $C^{2}$ positive functions that satisfy

$$
\begin{gathered}
\Delta u+g(x, u) \leq 0 \leq \Delta v+g(x, v) \quad \text { in } \Omega \\
\lim _{x \in \Omega, x \rightarrow y}(v(x)-u(x)) \leq 0 \quad \text { for all } y \in \partial^{\infty} \Omega
\end{gathered}
$$

Then $u \geq v$ in $\Omega$. (Here $\partial^{\infty} \Omega$ stands for the Euclidean boundary $\partial \Omega$ if $\Omega$ is bounded and for $\partial \Omega \cup\{\infty\}$ if $\Omega$ is unbounded.)

Proof. Assume by contradiction that the set $\omega:=\{x \in \Omega: u(x)<v(x)\}$ is not empty and let $w:=v-u$. Since $\lim _{x \in \Omega, x \rightarrow y} w(x) \leq 0$ for all $y \in \partial^{\infty} \Omega$, it follows that $w$ is bounded from above and it achieves its maximum on $\Omega$ at a point that belongs to $\omega$. At that point, say $x_{0}$, we have

$$
0 \leq-\Delta w\left(x_{0}\right) \leq g\left(x_{0}, v\left(x_{0}\right)\right)-g\left(x_{0}, u\left(x_{0}\right)\right)<0
$$

which is a contradiction. Therefore, $\omega=\emptyset$, that is, $u \geq v$ in $\Omega$.
Lemma 5.2 Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a bounded domain with $C^{2}$ boundary and let $g: \bar{\Omega} \times(0, \infty) \rightarrow(0, \infty)$ be a Hölder continuous function such that for all $x \in \bar{\Omega}$ we have $g(x, \cdot) \in C^{1}(0, \infty)$ and $g(x, \cdot)$ is decreasing. Then, for any $\phi \in C(\partial \Omega), \phi \geq 0$, the problem

$$
\left\{\begin{align*}
-\Delta u=g(x, u), u>0 & \text { in } \Omega  \tag{5.4}\\
u=\phi(x) & \text { on } \partial \Omega
\end{align*}\right.
$$

has a unique solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$.
Proof. For all $n \geq 1$ consider the following perturbed problem

$$
\left\{\begin{array}{cl}
-\Delta u=g\left(x, u+\frac{1}{n}\right), u>0 & \text { in } \Omega  \tag{5.5}\\
u=\phi(x) & \text { on } \partial \Omega
\end{array}\right.
$$

It is easy to see that $\underline{u} \equiv 0$ is a subsolution. To construct a supersolution, let $w$ be the solution of

$$
\left\{\begin{array}{cl}
-\Delta w=1, w>0 & \text { in } \Omega \\
w=0 & \text { on } \partial \Omega
\end{array}\right.
$$

Then $\bar{u}=M w+\|\phi\|_{\infty}+1$ is a supersolution of (5.5) provided $M>1$ is large enough. Thus, by the sub and supersolution method and Lemma 5.1, there exists a unique solution $u_{n} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ of (5.5). Furthermore, since $g(x, \cdot)$ is decreasing, by

Lemma 5.1 we deduce

$$
\begin{gather*}
u_{1} \leq u_{2} \leq \cdots \leq u_{n} \leq \cdots \leq \bar{u} \quad \text { in } \Omega  \tag{5.6}\\
u_{n}+\frac{1}{n} \geq u_{n+1}+\frac{1}{n+1} \quad \text { in } \Omega \tag{5.7}
\end{gather*}
$$

Hence $\left\{u_{n}(x)\right\}$ is increasing and bounded for all $x \in \Omega$. Letting $u(x):=$ $\lim _{n \rightarrow \infty} u_{n}(x)$, a standard bootstrap argument (see [54], [99]) implies $u_{n} \rightarrow u$ in $C_{\text {loc }}^{2}(\Omega)$ so that passing to the limit in (5.5) we deduce $-\Delta u=g(x, u)$ in $\Omega$. From (5.6) and (5.7) we obtain $u_{n}+1 / n \geq u \geq u_{n}$ in $\Omega$, for all $n \geq 1$. This yields $u \in C(\bar{\Omega})$ and $u=\phi(x)$ on $\partial \Omega$. Therefore $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ is a solution of (5.4). The uniqueness follows from Lemma 5.1.

Lemma 5.3 and Lemma 5.4 below extend the existence results obtained in [88, 89, 92].

Lemma 5.3 Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a bounded domain with $C^{2}$ boundary. Also let $\varphi \in C^{0, \gamma}(0, \infty)(0<\gamma<1)$ and $f \in C^{1}(0, \infty)$ be positive functions such that:
(i) $f$ is decreasing;
(ii) $\varphi$ is nonincreasing and $\int_{0}^{1} r \phi(r) d r<\infty$.

Then, the problem

$$
\begin{cases}-\Delta u=\varphi\left(\delta_{\Omega}(x)\right) f(u), u>0 & \text { in } \Omega  \tag{5.8}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

has a unique solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$. Furthermore, there exist $c_{1}, c_{2}>0$ and $0<r_{0}<1$ such that the unique solution $u$ of (5.8) satisfies

$$
\begin{equation*}
c_{1} \leq \frac{u(x)}{H\left(\delta_{\Omega}(x)\right)} \leq c_{2} \quad \text { in }\left\{x \in \Omega: 0<\delta_{\Omega}(x)<r_{0}\right\} \tag{5.9}
\end{equation*}
$$

where $H:[0,1] \rightarrow(0, \infty)$ is the unique solution of

$$
\left\{\begin{align*}
-H^{\prime \prime}(t) & =\varphi(t) f(H(t)), H(t)>0 \quad 0<t<1  \tag{5.10}\\
H(0) & =H(1)=0
\end{align*}\right.
$$

The existence of a solution to (5.10) follows from [3, Theorem 2.1].
Proof. Let $\left(\lambda_{1}, e_{1}\right)$ be the first eigenvalue and the first eigenfunction of $-\Delta$ in $\Omega$ subject to Dirichlet boundary condition. It is well known that $e_{1}$ has constant sign
in $\Omega$ so that normalizing, we may assume that $e_{1}>0$ in $\Omega$. Also, since $\Omega$ has a $C^{2}$ boundary, we have $\partial e_{1} / \partial v<0$ on $\partial \Omega$ and

$$
\begin{equation*}
C_{1} \delta_{\Omega}(x) \leq e_{1}(x) \leq C_{2} \delta_{\Omega}(x) \quad \text { in } \Omega, \tag{5.11}
\end{equation*}
$$

where $v$ is the outward unit normal at $\partial \Omega$ and $C_{1}, C_{2}$ are two positive constants. We claim that there exist $M>1$ and $c>0$ such that $\bar{u}=M H\left(c e_{1}\right)$ is a supersolution of (5.8). First, since the solution $H$ of (5.10) is positive and concave, we can find $0<a<1$ such that $H^{\prime}>0$ on $(0, a]$. Let $c>0$ be such that

$$
c e_{1}(x) \leq \min \left\{a, \delta_{\Omega}(x)\right\} \quad \text { in } \Omega .
$$

Then

$$
\begin{align*}
-\Delta \bar{u} & =-M c^{2} H^{\prime \prime}\left(c e_{1}\right)\left|\nabla e_{1}\right|^{2}+M c \lambda_{1} e_{1} H^{\prime}\left(c e_{1}\right) \\
& =M c^{2} \varphi\left(c e_{1}\right) f\left(H\left(c e_{1}\right)\right)\left|\nabla e_{1}\right|^{2}+M c \lambda_{1} e_{1} H^{\prime}\left(c e_{1}\right)  \tag{5.12}\\
& \geq M c^{2} \varphi\left(\delta_{\Omega}(x)\right) f(\bar{u})\left|\nabla e_{1}\right|^{2}+M c \lambda_{1} e_{1} H^{\prime}\left(c e_{1}\right) \quad \text { in } \Omega .
\end{align*}
$$

Since $e_{1}>0$ in $\Omega$ and $\partial e_{1} / \partial v<0$ on $\partial \Omega$, we can find $d>0$ and a subdomain $\omega \subset \subset \Omega$ such that

$$
\left|\nabla e_{1}\right|>d \quad \text { in } \Omega \backslash \omega .
$$

Therefore, from (5.12) we obtain

$$
\begin{equation*}
-\Delta \bar{u} \geq M c^{2} d^{2} \varphi\left(\delta_{\Omega}(x)\right) f(\bar{u}) \quad \text { in } \Omega \backslash \omega, \quad-\Delta \bar{u} \geq M c \lambda_{1} e_{1} H^{\prime}\left(c e_{1}\right) \quad \text { in } \omega . \tag{5.13}
\end{equation*}
$$

Now, we choose $M>0$ large enough such that

$$
\begin{equation*}
M c^{2} d^{2}>1 \quad \text { and } \quad M c \lambda_{1} e_{1} H^{\prime}\left(c e_{1}\right) \geq \varphi\left(\delta_{\Omega}(x)\right) f(\bar{u}) \quad \text { in } \omega \tag{5.14}
\end{equation*}
$$

Note that the last relation in (5.14) is possible since in $\omega$ the right side of the inequality is bounded and the left side is bounded away from zero. Thus, from (5.13) and (5.14), $\bar{u}$ is a supersolution for (5.8). Similarly, we can choose $m>0$ small enough such that $\underline{u}=m H\left(c e_{1}\right)$ is a subsolution of (5.8). Therefore, by the sub and supersolution method we find a solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that $\underline{u} \leq u \leq \bar{u}$ in $\Omega$. The uniqueness follows from Lemma 5.1. In order to prove the boundary estimate (5.9), note first that $c e_{1} \leq \delta_{\Omega}(x)$ in $\Omega$ so

$$
u(x) \leq \bar{u}(x) \leq M H\left(\delta_{\Omega}(x)\right) \quad \text { in }\left\{x \in \Omega: 0<\delta_{\Omega}(x)<a\right\}
$$

On the other hand, since $H$ is concave and $H(0)=0$, we easily derive that $t \rightarrow$ $H(t) / t$ is decreasing on $(0,1)$. Also we can assume $c C_{1}<1$. Thus,

$$
u(x) \geq m H\left(c e_{1}\right) \geq m H\left(c C_{1} \delta_{\Omega}(x)\right) \geq m c C_{1} H\left(\delta_{\Omega}(x)\right)
$$

for all $x \in \Omega$ with $0<\delta_{\Omega}(x)<1$. The proof of Lemma 5.3 is now complete.
Lemma 5.4 Let $K \subset \mathbb{R}^{N}(N \geq 2)$ be a compact set, $\Omega \subset \mathbb{R}^{N}$ be a bounded domain such that $K \subset \Omega$ and $\Omega \backslash K$ is connected and has $C^{2}$ boundary. Let $\varphi$ and $f$ be as in Lemma 5.3. Then, there exists a unique solution $u \in C^{2}(\Omega \backslash K) \cap C(\bar{\Omega} \backslash \operatorname{int}(K))$ of the problem

$$
\left\{\begin{align*}
-\Delta u=\varphi\left(\delta_{K}(x)\right) f(u), u>0 & \text { in } \Omega \backslash K,  \tag{5.15}\\
u=0 & \text { on } \partial(\Omega \backslash K) .
\end{align*}\right.
$$

Furthermore, there exist $c_{1}, c_{2}>0$ and $0<r_{0}<1$ such that the unique solution $u$ of (5.15) satisfies

$$
\begin{equation*}
c_{1} \leq \frac{u(x)}{H\left(\delta_{K}(x)\right)} \leq c_{2} \quad \text { in }\left\{x \in \Omega \backslash K: 0<\delta_{K}(x)<r_{0}\right\}, \tag{5.16}
\end{equation*}
$$

where $H$ is the unique solution of (5.10).
Proof. According to Lemma 5.3 there exists $v \in C^{2}(\Omega \backslash K) \cap C(\overline{\Omega \backslash K})$ such that

$$
\left\{\begin{array}{cl}
-\Delta v=\varphi\left(\delta_{\Omega \backslash K}(x)\right) f(v), v>0 & \text { in } \Omega \backslash K, \\
v=0 & \text { on } \partial(\Omega \backslash K),
\end{array}\right.
$$

which further satisfies

$$
\begin{equation*}
c_{1} \leq \frac{v(x)}{H\left(\delta_{\Omega \backslash K}(x)\right)} \leq c_{2} \quad \text { in }\left\{x \in \Omega \backslash K: 0<\delta_{\Omega \backslash K}(x)<\rho_{0}\right\}, \tag{5.17}
\end{equation*}
$$

for some $0<\rho_{0}<1$ and $c_{1}, c_{2}>0$. Since $\delta_{K}(x) \geq \delta_{\Omega \backslash K}(x)$ for all $x \in \Omega \backslash K$ and $\varphi$ is nonincreasing, it is easy to see that $\bar{u}=v$ is a supersolution of (5.15). Also it is not difficult to see that $\underline{u}=m w$ is a subsolution to (5.15) for $m>0$ sufficiently small, where $w$ satisfies

$$
\left\{\begin{array}{cl}
-\Delta w=1, w>0 & \text { in } \Omega \backslash K, \\
w=0 & \text { on } \partial(\Omega \backslash K) .
\end{array}\right.
$$

Using Lemma 5.1 we have $\underline{u} \leq \bar{u}$ in $\Omega \backslash K$. Therefore, there exists a solution $u \in$ $C^{2}(\Omega \backslash K) \cap C(\bar{\Omega} \backslash \operatorname{int}(K))$ of (5.15). As before, the uniqueness follows from Lemma 5.1. In order to prove (5.16), let $0<r_{0}<\rho_{0}$ be small such that
$\omega:=\left\{x \in \Omega \backslash K: 0<\delta_{K}(x)<r_{0}\right\} \subset \subset \Omega \quad$ and $\quad \delta_{\Omega \backslash K}(x)=\delta_{K}(x) \quad$ for all $x \in \omega$.

Then, from (5.17) we have

$$
u \leq \bar{u} \leq c_{2} H\left(\delta_{K}(x)\right) \quad \text { in } \omega .
$$

For the remaining part of (5.16), let $M>1$ be such that $M u \geq v$ on $\partial \omega \backslash \partial K$. Also

$$
-\Delta(M u)=M \varphi\left(\delta_{K}(x)\right) f(u) \geq \varphi\left(\delta_{K}(x)\right) f(M u) \quad \text { in } \omega
$$

By Lemma 5.1 we have $M u \geq v$ in $\omega$ and from (5.17) we obtain the first inequality in (5.16). This concludes the proof.

The following result is a direct consequence of Lemma 5.4.
Lemma 5.5 Let $K_{1}, K_{2}, L \subset \mathbb{R}^{N}(N \geq 2)$ be three compact sets (see Fig. 5.1) such that

$$
K_{1} \cap L=\emptyset, \quad K_{2} \subset \operatorname{int}(L), \quad K_{1}, L \text { are the closure of } C^{2} \text { domains } .
$$



Fig. 5.1 The compact sets $K_{1}, K_{2}$ and $L$

Also let $\Omega \subset \mathbb{R}^{N}$ be a bounded domain with $C^{2}$ boundary such that $K_{1} \cup L \subset \Omega$ and $\Omega \backslash\left(K_{1} \cup L\right)$ is connected. Let $\varphi, f$ be as in Lemma 5.3. Then, there exists a unique solution

$$
u \in C^{2}\left(\Omega \backslash\left(K_{1} \cup L\right)\right) \cap C\left(\bar{\Omega} \backslash \operatorname{int}\left(K_{1} \cup L\right)\right)
$$

of the problem

$$
\left\{\begin{align*}
-\Delta u=\varphi\left(\delta_{K_{1} \cup K_{2}}(x)\right) f(u), u>0 & \text { in } \Omega \backslash\left(K_{1} \cup L\right),  \tag{5.18}\\
u=0 & \text { on } \partial\left(\Omega \backslash\left(K_{1} \cup L\right)\right) .
\end{align*}\right.
$$

Furthermore, there exist $c_{1}, c_{2}>0$ and $0<r_{0}<1$ such that the unique solution $u$ of problem (5.18) satisfies

$$
\begin{equation*}
c_{1} \leq \frac{u(x)}{H\left(\delta_{K_{1}}(x)\right)} \leq c_{2} \quad \text { in }\left\{x \in \Omega \backslash\left(K_{1} \cup L\right): 0<\delta_{K_{1}}(x)<r_{0}\right\} \tag{5.19}
\end{equation*}
$$

where $H$ is the unique solution of (5.10).
Proof. By Lemma 5.4 there exists a unique $v \in C^{2}\left(\Omega \backslash\left(K_{1} \cup L\right)\right) \cap C\left(\bar{\Omega} \backslash \operatorname{int}\left(K_{1} \cup\right.\right.$ L)) such that

$$
\left\{\begin{aligned}
-\Delta v=\varphi\left(\delta_{K_{1} \cup L}(x)\right) f(v), v>0 & \text { in } \Omega \backslash\left(K_{1} \cup L\right), \\
v=0 & \text { on } \partial\left(\Omega \backslash\left(K_{1} \cup L\right)\right) .
\end{aligned}\right.
$$

Since $\delta_{K_{1} \cup L}(x) \leq \delta_{K_{1} \cup K_{2}}(x)$ in $\Omega \backslash\left(K_{1} \cup L\right)$ and $\varphi$ is nonincreasing, we derive that $\bar{u}=v$ is a supersolution of (5.18). As a subsolution we use $\underline{u}=m w$ where $m$ is sufficiently small and $w$ satisfies

$$
\begin{cases}-\Delta w=1, w>0 & \text { in } \Omega \backslash\left(K_{1} \cup L\right), \\ w=0 & \text { on } \partial\left(\Omega \backslash\left(K_{1} \cup L\right)\right) .\end{cases}
$$

Therefore, problem (5.18) has a solution $u$. The uniqueness follows from Lemma 5.1 while the asymptotic behavior of $u$ around $K_{1}$ is obtained in the same manner as in Lemma 5.4. This ends the proof.

### 5.3 An Equivalent Integral Condition

Several times in this section we shall use the following elementary result that provides an equivalent integral condition to (5.2).

Lemma 5.6 Let $N \geq 3$ and $\varphi:(0, \infty) \rightarrow[0, \infty)$ be a continuous function.
(i) $\int_{0}^{1} r \varphi(r) d r<\infty$ if and only if $\int_{0}^{1} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t<\infty$.
(ii) $\int_{1}^{\infty} r \varphi(r) d r<\infty$ if and only if $\int_{1}^{\infty} t^{1-N} \int_{1}^{t} s^{N-1} \varphi(s) d s d t<\infty$.
(iii) $\int_{0}^{\infty} r \varphi(r) d r<\infty$ if and only if $\int_{0}^{\infty} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t<\infty$.

Proof. We prove only (i). The proof of (ii) is similar, while (iii) follows from (i)-(ii).
Assume first that $\int_{0}^{1} r \varphi(r) d r<\infty$. Integrating by parts we have

$$
\begin{aligned}
\int_{0}^{1} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t & =-\frac{1}{N-2} \int_{0}^{1}\left(t^{2-N}\right)^{\prime} \int_{0}^{t} s^{N-1} \varphi(s) d s d t \\
& =\frac{1}{N-2}\left(\int_{0}^{1} t \varphi(t) d t-\int_{0}^{1} t^{N-1} \varphi(t) d t\right) \\
& \leq \frac{1}{N-2} \int_{0}^{1} t \varphi(t) d t<\infty
\end{aligned}
$$

Conversely, for $0<\varepsilon<1 / 2$ we have

$$
\begin{aligned}
\int_{\varepsilon}^{1} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t & =\frac{1}{N-2}\left(\int_{\varepsilon}^{1} t \varphi(t) d t-\int_{0}^{1} t^{N-1} \varphi(t) d t+\varepsilon^{2-N} \int_{0}^{\varepsilon} t^{N-1} \varphi(t) d t\right) \\
& \geq \frac{1}{N-2}\left(\int_{\varepsilon}^{1} t \varphi(t) d t-\int_{\varepsilon}^{1} t^{N-1} \varphi(t) d t\right) \\
& =\frac{1}{N-2} \int_{\varepsilon}^{1}\left(1-t^{N-2}\right) t \varphi(t) d t \\
& \geq \frac{1}{N-2}\left(1-\left(\frac{1}{2}\right)^{N-2}\right) \int_{\varepsilon}^{1 / 2} t \varphi(t) d t .
\end{aligned}
$$

Passing to the limit with $\varepsilon \searrow 0$ we deduce $\int_{0}^{1} t \varphi(t) d t<\infty$. This concludes the proof of Lemma 5.6.

### 5.4 The Nondegenerate Case

### 5.4.1 Nonexistence Results

We present some nonexistence results that hold in a more general setting for $f$ and $\varphi$.
Theorem 5.7 Let $\varphi:(0, \infty) \rightarrow[0, \infty)$ and $f:(0, \infty) \rightarrow(0, \infty)$ be continuous functions such that:
(i) $\liminf _{t \searrow 0} f(t)>0$.
(ii) $\varphi(r)$ is monotone for $r$ large.
(iii) $\int_{1}^{\infty} r \varphi(r) d r=\infty$.

Then, for any compact set $K \subset \mathbb{R}^{N}(N \geq 3)$ there does not exist a $C^{2}$ positive solution $u(x)$ of (5.1).

Proof. It is easy to construct a $C^{1}$ function $g:[0, \infty) \rightarrow(0, \infty)$ such that $g<f$ in $(0, \infty)$ and $g^{\prime}$ is negative and nondecreasing. Therefore, we may assume $f:[0, \infty) \rightarrow$ $(0, \infty)$ is of class $C^{1}$ and $f^{\prime}$ is negative and nondecreasing.

Suppose for contradiction that $u(x)$ is a $C^{2}$ positive solution of (5.1). By translation, we may assume that $0 \in K$. Choose $r_{0}>0$ such that

$$
K \subset B_{r_{0} / 2}(0), \quad \varphi\left(r_{0} / 2\right)>0, \quad \text { and } \quad \varphi \text { is monotone on }\left[r_{0} / 2, \infty\right) .
$$

Define $\psi:\left[r_{0} / 2, \infty\right) \rightarrow(0, \infty)$ by

$$
\psi(r)=\min _{r_{0} / 2 \leq \rho \leq r} \varphi(\rho)=\left\{\begin{aligned}
\varphi(r) & \text { if } \varphi \text { is nonincreasing for } r \geq r_{0} / 2 \\
\varphi\left(r_{0} / 2\right) & \text { if } \varphi \text { is nondecreasing for } r \geq r_{0} / 2
\end{aligned}\right.
$$

Then $\int_{r_{0}}^{\infty} r \psi(r) d r=\infty$. Also, since $r_{0} / 2 \leq \delta_{K}(x) \leq|x|$ for all $x \in \mathbb{R}^{N} \backslash B_{r_{0}}(0)$, we have

$$
\varphi\left(\delta_{K}(x)\right) \geq \psi(|x|) \quad \text { for all } x \in \mathbb{R}^{N} \backslash B_{r_{0}}(0)
$$

Thus, the solution $u$ of (5.1) satisfies

$$
\begin{equation*}
-\Delta u \geq \psi(|x|) f(u) \quad \text { in } \mathbb{R}^{N} \backslash B_{r_{0}}(0) \tag{5.20}
\end{equation*}
$$

Averaging (5.20) and using Jensen's inequality, we get

$$
\begin{equation*}
-\left(\bar{u}^{\prime \prime}(r)+\frac{n-1}{r} \bar{u}^{\prime}(r)\right) \geq \psi(r) f(\bar{u}(r)) \quad \text { for all } r \geq r_{0} \tag{5.21}
\end{equation*}
$$

Here $\bar{u}$ is the spherical average of $u$, that is

$$
\begin{equation*}
\bar{u}(r)=\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} u(x) d \sigma(x) \tag{5.22}
\end{equation*}
$$

where $\sigma$ denotes the surface area measure in $\mathbb{R}^{N}$ and $\sigma_{N}=\sigma\left(\partial B_{1}(0)\right)$.
Making in (5.21) the change of variables $\bar{u}(r)=v(\rho), \rho=r^{2-N}$ we get

$$
-v^{\prime \prime}(\rho) \geq \frac{1}{(N-2)^{2}} \rho^{2(N-1) /(2-N)} \psi\left(\rho^{1 /(2-N)}\right) f(v(\rho)) \quad \text { for all } 0<\rho \leq \rho_{0}
$$

where $\rho_{0}=r_{0}^{2-N}$. Since $v$ is concave down and positive, $v$ is bounded for $0<\rho \leq \rho_{0}$. Hence $f(v(\rho)) \geq(N-2)^{2} C$ for some positive constant $C$. Consequently

$$
-v^{\prime \prime}(\rho) \geq C \rho^{2(N-1) /(2-N)} \psi\left(\rho^{1 /(2-N)}\right) \quad \text { for all } 0<\rho \leq \rho_{0}
$$

Integrating this inequality twice we get

$$
\begin{aligned}
\infty & >\int_{0}^{\rho_{0}} v^{\prime}(\rho) d \rho-\rho_{0} v^{\prime}\left(\rho_{0}\right) \\
& \geq C \int_{0}^{\rho_{0}} \int_{\rho}^{\rho_{0}} \bar{\rho}^{2(N-1) /(2-N)} \psi\left(\bar{\rho}^{1 /(2-N)}\right) d \bar{\rho} d \rho \\
& =C \int_{0}^{\rho_{0}} \bar{\rho}^{1+2(N-1) /(2-N)} \psi\left(\bar{\rho}^{1 /(2-N)}\right) d \bar{\rho} \\
& =(N-2) C \int_{r_{0}}^{\infty} r \psi(r) d r=\infty .
\end{aligned}
$$

This contradiction completes the proof.
Theorem 5.8 Let $\varphi:(0, \infty) \rightarrow[0, \infty)$ and $f:(0, \infty) \rightarrow(0, \infty)$ be continuous functions such that
(i) $\liminf _{t \backslash 0} f(t)>0$.
(ii) $\int_{0}^{1} r \varphi(r) d r=\infty$.

Then there does not exist a $C^{2}$ positive solution $u(x)$ of

$$
\begin{equation*}
-\Delta u \geq \varphi\left(\delta_{\Omega}(x)\right) f(u) \quad \text { in }\left\{x \in \mathbb{R}^{N} \backslash \bar{\Omega}: 0<\delta_{\Omega}(x)<2 r_{0}\right\}, \quad N \geq 2 \tag{5.23}
\end{equation*}
$$

where $\Omega$ is a $C^{2}$ bounded domain in $\mathbb{R}^{N}$ and $r_{0}>0$.
For the proof of Theorem 5.8 we shall use the following lemma concerning the geometry of a $C^{2}$ bounded domain. One can prove it using standard methods of differential geometry.

Lemma 5.9 Let $\Omega$ be a $C^{2}$ bounded domain in $\mathbb{R}^{N}, N \geq 2$, such that $\mathbb{R}^{N} \backslash \Omega$ is connected. Then, there exists $r_{0}>0$ such that
(i) $\Omega_{r}:=\left\{x \in \mathbb{R}^{N}: \operatorname{dist}(x, \Omega)<r\right\}$ is a $C^{1}$ domain for each $0<r \leq r_{0}$.
(ii) For $0 \leq r \leq r_{0}$ the function $T(\cdot, r): \partial \Omega \rightarrow \mathbb{R}^{N}$ defined by $T(\xi, r)=\xi+r \eta_{\xi}$, where $\eta_{\xi}$ is the outward unit normal to $\partial \Omega$ at $\xi$, is a $C^{1}$ diffeomorphism from $\partial \Omega$ onto $\partial \Omega_{r}$ (onto $\partial \Omega$ if $r=0$ ) whose volume magnification factor (that is,
the absolute value of its Jacobian determinant) $J(\cdot, r): \partial \Omega \rightarrow(0, \infty)$ is continuous on $\partial \Omega$ and $C^{\infty}$ with respect to $r$.
(iii) If $\eta_{T(\xi, r)}$ is the unit outward normal to $\partial \Omega_{r}$ at $T(\xi, r)$ then $\eta_{T(\xi, r)}$ and $\eta_{\xi}$ are equal (but have different base points) for $\xi \in \partial \Omega$ and $0 \leq r \leq r_{0}$.

Proof. [of Theorem 5.8] Without loss of generality we can assume $\mathbb{R}^{N} \backslash \Omega$ is connected. Suppose for contradiction that $u(x)$ is a $C^{2}$ positive solution of (5.23). By decreasing $r_{0}$ if necessary, the conclusion of Lemma 5.9 holds.

Lemma 5.10 The function

$$
g(r)=\int_{\partial \Omega_{r}} u(x) d \sigma(x), \quad 0<r \leq r_{0}
$$

is continuously differentiable and there exists a positive constant $C$ such that

$$
\left|g^{\prime}(r)-\int_{\partial \Omega_{r}} \frac{\partial u}{\partial \eta} d \sigma(x)\right| \leq C g(r) \quad \text { for all } 0<r \leq r_{0}
$$

where $\eta$ is the outward unit normal to $\partial \Omega_{r}$.
Proof. By Lemma 5.9 we have

$$
g(r)=\int_{\partial \Omega} u\left(\xi+r \eta_{\xi}\right) J(\xi, r) d \sigma(\xi) \quad \text { for all } 0<r \leq r_{0}
$$

and thus

$$
\begin{align*}
g^{\prime}(r) & =\int_{\partial \Omega}\left[\frac{\partial}{\partial r}\left(u\left(\xi+r \eta_{\xi}\right)\right)\right] J(\xi, r) d \sigma(\xi)+\int_{\partial \Omega} u\left(\xi+r \eta_{\xi}\right) J_{r}(\xi, r) d \sigma(\xi) \\
& =\int_{\partial \Omega_{r}} \frac{\partial u}{\partial \eta}(x) d \sigma(x)+\int_{\partial \Omega_{r}} u(x) \frac{J_{r}(\xi, r)}{J(\xi, r)} d \sigma(x) \tag{5.24}
\end{align*}
$$

for all $0<r \leq r_{0}$, where in the last integral $\xi=x-r \eta_{\xi} \in \partial \Omega$. Since, by Lemma 5.9, $J(\xi, r)$ is positive and continuous for $\xi \in \partial \Omega$ and $0 \leq r \leq r_{0}$ and $J_{r}(\xi, r)$ is continuous there, we see that Lemma 5.10 follows from (5.24).

We now come back to the proof of Theorem 5.8. For $0<r \leq r_{0}$ we have

$$
\begin{align*}
0 & \leq \int_{\Omega_{r_{0}} \backslash \Omega_{r}}-\Delta u(x) d x=\int_{\partial \Omega_{r}} \frac{\partial u}{\partial \eta} d \sigma(x)-\int_{\partial \Omega_{r_{0}}} \frac{\partial u}{\partial \eta} d \sigma(x)  \tag{5.25}\\
& \leq g^{\prime}(r)+C g(r)+C
\end{align*}
$$

for some positive constant $C$ by Lemma 5.10. Hence

$$
\left(e^{C r}(g(r)+1)\right)^{\prime} \geq 0 \quad \text { for all } 0<r \leq r_{0}
$$

and integrating this inequality over $\left[r, r_{0}\right]$ we obtain

$$
\begin{equation*}
g(r) \leq e^{C\left(r_{0}-r\right)}\left(g\left(r_{0}\right)+1\right)-1 \leq C_{1} \quad \text { for all } 0<r \leq r_{0} \tag{5.26}
\end{equation*}
$$

and for some $C_{1}>0$. Thus

$$
U(r):=\frac{1}{\left|\partial \Omega_{r}\right|} \int_{\partial \Omega_{r}} u(x) d \sigma(x)=\frac{g(r)}{\partial \Omega_{r} \mid}
$$

is bounded for $0<r \leq r_{0}$. Consequently, by the assumption (i) of $f$, it follows that

$$
\begin{equation*}
\left|\partial \Omega_{\rho}\right| f(U(\rho)) \geq \varepsilon>0 \quad \text { for all } 0<\rho \leq r_{0} \tag{5.27}
\end{equation*}
$$

As in the proof of Theorem 5.7, we may assume that $f:[0, \infty) \rightarrow(0, \infty)$ is of class $C^{1}$ and $f^{\prime}$ is negative and nondecreasing. From (5.23), (5.25)-(5.27) and Jensen's inequality we now obtain

$$
\begin{aligned}
g^{\prime}(r)+C_{2} & \geq \int_{\Omega_{r_{0}} \backslash \Omega_{r}}-\Delta u d x \\
& \geq \int_{r}^{r_{0}} \varphi(\rho) \int_{\partial \Omega_{\rho}} f(u(x)) d \sigma(x) d \rho \\
& \geq \int_{r}^{r_{0}} \varphi(\rho)\left|\partial \Omega_{\rho}\right| f(U(\rho)) d \rho \\
& \geq \varepsilon \int_{r}^{r_{0}} \varphi(\rho) d \rho \quad \text { for all } 0<r \leq r_{0}
\end{aligned}
$$

Integrating over $\left[r, r_{0}\right]$ in the above estimate we find

$$
\begin{aligned}
g\left(r_{0}\right)-g(r)+C_{2} r_{0} & \geq \varepsilon \int_{r}^{r_{0}} \int_{s}^{r_{0}} \varphi(\rho) d \rho d s \\
& =\varepsilon \int_{r}^{r_{0}}(\rho-r) \varphi(\rho) d \rho \rightarrow \varepsilon \int_{0}^{r_{0}} \rho \varphi(\rho) d \rho=\infty \quad \text { as } r \searrow 0,
\end{aligned}
$$

which contradicts $g>0$ and completes the proof.

### 5.4.2 Existence Results

In this section we obtain existence results for (5.1) in the nondegenerate case on $K$. We prove that for a large class of compact sets, condition (5.2) is sufficient for (5.1) to have $C^{2}$ positive solutions.

In the sequel, unless otherwise stated, we assume that $\varphi$ and $f$ satisfy the same hypotheses as in Lemma 5.3, that is, $\varphi \in C^{0, \gamma}(0, \infty)(0<\gamma<1)$ and $f \in C^{1}(0, \infty)$ are positive functions such that $\varphi$ is nondecreasing and $f$ is decreasing. Our first result in this sense concerns the case where $K$ consists of a finite number of components each of which is of class $C^{2}$. We have

Theorem 5.11 Let $K$ be a compact set in $\mathbb{R}^{N}(N \geq 3)$ having a finite number of components each of which is the closure of a $C^{2}$ domain. Then (5.1) has $C^{2}$ positive solutions if and only if (5.2) holds. Furthermore, if (5.2) is fulfilled, then there exists a minimal solution $\tilde{u}$ of (5.1) such that

$$
\tilde{u} \in C^{2}\left(\mathbb{R}^{N} \backslash K\right) \cap C\left(\mathbb{R}^{N} \backslash \operatorname{int}(K)\right)
$$

and

$$
\left\{\begin{array}{cl}
-\Delta \tilde{u}=\varphi\left(\delta_{K}(x)\right) f(\tilde{u}), \tilde{u}>0 & \text { in } \mathbb{R}^{N} \backslash K  \tag{5.28}\\
\tilde{u}=0 & \text { on } \partial K \\
\tilde{u}(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

In addition, there exist $c_{1}, c_{2}>0$ and $0<r_{0}<1$ such that $\tilde{u}$ satisfies

$$
\begin{equation*}
c_{1} \leq \frac{\tilde{u}(x)}{H\left(\delta_{K}(x)\right)} \leq c_{2} \quad \text { in }\left\{x \in \mathbb{R}^{N} \backslash K: 0<\delta_{K}(x)<r_{0}\right\} \tag{5.29}
\end{equation*}
$$

where $H$ is the unique solution of (5.10).
Proof. The necessity of (5.2) follows from Theorems 5.7 and 5.8. To prove the sufficiency of (5.2), assume first that $\mathbb{R}^{N} \backslash K$ is connected.

We fix $0<\rho<R$ such that $K \subset B_{\rho}(0)$. By Lemma 5.4 there exists

$$
u \in C^{2}\left(B_{\rho}(0) \backslash K\right) \cap C\left(\bar{B}_{\rho}(0) \backslash \operatorname{int}(K)\right)
$$

such that

$$
\left\{\begin{array}{cl}
-\Delta u=\varphi\left(\delta_{K}(x)\right) f(u), u>0 & \text { in } B_{\rho}(0) \backslash K  \tag{5.30}\\
u=0 & \text { on } \partial\left(B_{\rho}(0) \backslash K\right) .
\end{array}\right.
$$

We next construct a solution $v$ of (5.1) in a neighborhood of infinity. To this aim, let

$$
A(r):=\int_{r}^{\infty} t^{1-N} \int_{R}^{t} s^{N-1} \varphi(s-\rho) d s d t \quad \text { for all } r \geq R
$$

Since $\int_{R}^{\infty} r \varphi(r-\rho) d r<\infty$, by Lemma 5.6 we have that $A$ is well defined for all $r \geq R$. Also, it is easy to check that

$$
-\Delta A(|x|)=\varphi(|x|-\rho) \quad \text { in } \mathbb{R}^{N} \backslash B_{R}(0)
$$

Since the mapping

$$
[0, \infty) \ni t \longmapsto \int_{0}^{t} \frac{1}{f(s)} d s \in[0, \infty)
$$

is bijective, we can define $v: \mathbb{R}^{N} \backslash B_{R}(0) \rightarrow(0, \infty)$ implicitly as the unique solution of

$$
\begin{equation*}
\int_{0}^{v(x)} \frac{1}{f(t)} d t=A(|x|) \quad \text { for all } x \in \mathbb{R}^{N} \backslash B_{R}(0) \tag{5.31}
\end{equation*}
$$

Then, using the properties of $A$ we deduce that $v \in C^{2}\left(\mathbb{R}^{N} \backslash B_{R}(0)\right), v>0$ and $v(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Further from (5.31) we obtain

$$
\nabla A(|x|)=\frac{1}{f(v)} \nabla v \quad \text { in } \mathbb{R}^{N} \backslash B_{R}(0)
$$

and

$$
\varphi(|x|-\rho)=-\Delta A(|x|)=\frac{f^{\prime}(v)}{f^{2}(v)}|\nabla v|^{2}-\frac{1}{f(v)} \Delta v \quad \text { in } \mathbb{R}^{N} \backslash B_{R}(0)
$$

Since $f$ is decreasing, we have $f^{\prime} \leq 0$ which implies

$$
-\Delta v \geq \varphi(|x|-\rho) f(v) \quad \text { in } \mathbb{R}^{N} \backslash B_{R}(0)
$$

Therefore, $v \in C^{2}\left(\mathbb{R}^{N} \backslash B_{R}(0)\right)$ satisfies

$$
\left\{\begin{array}{cl}
-\Delta v \geq \varphi\left(\delta_{K}(x)\right) f(v), v>0 & \text { in } \mathbb{R}^{N} \backslash B_{R}(0)  \tag{5.32}\\
v(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

Let now $0<\rho_{0}<\rho$ be such that $K \subset B_{\rho_{0}}(0)$ and let $u, v$ be the solutions of (5.30) and (5.32) respectively. Consider

$$
w:\left(B_{\rho_{0}}(0) \backslash \operatorname{int}(K)\right) \cup\left(\mathbb{R}^{N} \backslash B_{R}(0)\right) \rightarrow[0, \infty)
$$

defined by

$$
w(x)=u(x) \text { if } x \in B_{\rho_{0}}(0) \backslash \operatorname{int}(K), \quad w(x)=v(x) \text { if } x \in \mathbb{R}^{N} \backslash B_{R}(0) .
$$

Let $W$ be a positive $C^{2}$ extension of $w$ to $\mathbb{R}^{N} \backslash K$. We claim that there exists $M>0$ large enough such that

$$
\begin{equation*}
U(x)=W(x)+M\left(1+|x|^{2}\right)^{(2-N) / 2}, \quad x \in \mathbb{R}^{N} \backslash \operatorname{int}(K) \tag{5.33}
\end{equation*}
$$

satisfies (5.1). Indeed, since $\left(1+|x|^{2}\right)^{(2-N) / 2}$ is superharmonic, this condition is already satisfied in $B_{\rho_{0}}(0) \backslash K$ and $\mathbb{R}^{N} \backslash B_{R}(0)$. In $B_{R}(0) \backslash B_{\rho_{0}}(0)$ we use the fact that $-\Delta\left(1+|x|^{2}\right)^{(2-N) / 2}$ is positive and bounded away from zero. Therefore we have constructed a solution $U \in C^{2}\left(\mathbb{R}^{N} \backslash K\right) \cap C\left(\mathbb{R}^{N} \backslash \operatorname{int}(K)\right)$ of (5.1) that tends to zero at infinity.

Let us prove the existence of a minimal solution $\tilde{u}$ of (5.1). According to Lemma 5.4 , for any $n \geq 1$ there exists a unique

$$
u_{n} \in C^{2}\left(B_{R+n}(0) \backslash K\right) \cap C\left(\bar{B}_{R+n}(0) \backslash \operatorname{int}(K)\right)
$$

such that

$$
\left\{\begin{array}{cl}
-\Delta u_{n}=\varphi\left(\delta_{K}(x)\right) f\left(u_{n}\right), u_{n}>0 & \text { in } B_{R+n}(0) \backslash K,  \tag{5.34}\\
u_{n}=0 & \text { on } \partial\left(B_{R+n}(0) \backslash K\right) .
\end{array}\right.
$$

We extend $u_{n}=0$ on $\mathbb{R}^{N} \backslash B_{R+n}(0)$ and by Lemma 5.1 we have that $\left\{u_{n}\right\}$ is a nondecreasing sequence of functions and $u_{n} \leq U$ in $\mathbb{R}^{N} \backslash K$. Let

$$
\tilde{u}(x):=\lim _{n \rightarrow \infty} u_{n}(x) \quad \text { for all } x \in \mathbb{R}^{N} \backslash \operatorname{int}(K)
$$

By standard elliptic arguments, we have $\tilde{u} \in C^{2}\left(\mathbb{R}^{N} \backslash K\right)$ and

$$
-\Delta \tilde{u}=\varphi\left(\delta_{K}(x)\right) f(\tilde{u}) \quad \text { in } \mathbb{R}^{N} \backslash K
$$

We next prove that $\tilde{u}$ vanishes continuously on $\partial K$.
Let $u_{1}$ be the unique solution of (5.34) with $n=1$ and $\omega:=\left\{x \in \mathbb{R}^{N} \backslash K: 0<\right.$ $\left.\delta_{K}(x)<1\right\}$. Since both $u_{1}$ and $\tilde{u}$ are continuous and positive on $\partial \omega \backslash K$, we can find $M>1$ such that $M u_{1} \geq \tilde{u}$ on $\partial \omega \backslash K$. Now, using the fact that the sequence $\left\{u_{n}\right\}$ is nondecreasing, this also yields $M u_{1} \geq u_{n}$ on $\partial \omega \backslash K$, for all $n \geq 1$. The above inequality also holds true on $\partial K$ (since $u_{1}$ and $u_{n}$ are zero there). Therefore $M u_{1} \geq u_{n}$ on $\partial \omega$ for all $n \geq 1$, which by the comparison result in Lemma 2.1 (note
that the function $M u_{1}$ satisfies (5.1) in $\omega$ ) gives

$$
M u_{1} \geq u_{n} \quad \text { in } \omega,
$$

for all $n \geq 1$. Passing to the limit with $n \rightarrow \infty$ in the above estimate, we obtain $M u_{1} \geq \tilde{u}$ in $\omega$ and since $u_{1}$ vanishes continuously on $\partial K$, so does $\tilde{u}$.

The boundary behavior of $\tilde{u}$ near $K$ follows from the fact that $u_{1} \leq \tilde{u} \leq M u_{1}$ in $\omega$ and $u_{1}$ satisfies (5.16). From Lemma 5.1 we obtain that any solution $u$ of (5.1) satisfies $u \geq u_{n}$ in $\mathbb{R}^{N} \backslash K$ which implies $u \geq \tilde{u}$. Hence, $\tilde{u}$ is the minimal solution of (5.1).

Assume now that $\mathbb{R}^{N} \backslash K$ is not connected. We shall construct a solution to (5.1) by considering each component of $\mathbb{R}^{N} \backslash K$. Note that since $K$ is compact, $\mathbb{R}^{N} \backslash K$ has only one unbounded component on which we proceed as above. Since $\varphi$ satisfies (5.2), by Lemma 5.3, on each bounded component of $\mathbb{R}^{N} \backslash K$ we construct a solution of $-\Delta u=\varphi\left(\delta_{K}(x)\right) f(u)$ that vanishes continuously on its boundary and has the behavior described by (5.9). This completes the proof of Theorem 5.11.

Remark 19 The approach in Theorem 5.11 can be used to study the inequality (5.1) in some cases where the compact set $K$ consists of infinitely many components, all of them with $C^{2}$ boundary. For instance, it is easy to see that the same arguments apply for compact sets $K$ of the form

$$
K=B_{1}(0) \cup \bigcup_{n \geq 1}\left\{x \in \mathbb{R}^{N}: 1+\frac{1}{2 n+1}<|x|<1+\frac{1}{2 n}\right\}
$$

or

$$
K=\partial B_{1}(0) \cup \bigcup_{n \geq 1} \partial B_{1+1 / n}(0) .
$$

Remark 20 The existence of a positive ground state solution in the exterior of a compact set is a particular feature of the case $N \geq 3$. Such solutions do not exist in dimension $N=2$. Indeed, suppose that $u$ is a $C^{2}$ positive solution of

$$
-\Delta u \geq 0 \quad \text { in } \mathbb{R}^{2} \backslash K, \quad u(x) \rightarrow 0 \quad \text { as }|x| \rightarrow \infty
$$

where $K \subset \mathbb{R}^{2}$ is a compact set, not necessarily with smooth boundary. Choose $r_{0}>0$ such that $K \subset B_{r_{0}}(0)$ and let $m=\min _{|x|=r_{0}} u(x)>0$. For each $r_{1}>r_{0}$ define

$$
v_{r_{1}}: \mathbb{R}^{2} \backslash\{0\} \rightarrow \mathbb{R}, \quad v_{r_{1}}(x)=\frac{m\left(\log r_{1}-\log |x|\right)}{\log r_{1}-\log r_{0}}
$$

Then
$v_{r_{1}}$ is harmonic in $\mathbb{R}^{2} \backslash\{0\}, \quad v_{r_{1}}=m$ on $\partial B_{r_{0}}(0), \quad v_{r_{1}}=0$ on $\partial B_{r_{1}}(0)$.
Let $w_{r_{1}}(x)=u(x)-v_{r_{1}}(x), x \in \mathbb{R}^{N} \backslash B_{r_{0}}(0)$. Thus,

$$
-\Delta w_{r_{1}}=-\Delta u \geq 0 \quad \text { in } \bar{B}_{r_{1}}(0) \backslash B_{r_{0}}(0), \quad w_{r_{1}} \geq 0 \quad \text { on } \partial B_{r_{1}}(0) \cup \partial B_{r_{0}}(0) .
$$

By the maximum principle it follows that $w_{r_{1}} \geq 0$ in $\bar{B}_{r_{1}}(0) \backslash B_{r_{0}}(0)$, that is $u(x) \geq$ $v_{r_{1}}(x)$ in $\bar{B}_{r_{1}}(0) \backslash B_{r_{0}}(0)$.

Let now $x \in \mathbb{R}^{2} \backslash \bar{B}_{r_{0}}(0)$ be fixed. Then, for $r_{1}>|x|$ we have

$$
u(x) \geq v_{r_{1}}(x) \rightarrow m \quad \text { as } r_{1} \rightarrow \infty
$$

so $u(x) \geq m$ in $\mathbb{R}^{2} \backslash \bar{B}_{r_{0}}(0)$, which contradicts $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$.

If $K=K_{1} \cup K_{2}$ where $K_{1}$ has a finite number of components each of which is the closure of a $C^{2}$ domain and $K_{2}$ consists of a finite number of isolated points we have the following result.

Theorem 5.12 Let $K=K_{1} \cup K_{2} \subset \mathbb{R}^{N}(N \geq 3)$ where $K_{1}$ is a compact set having a finite number of components each of which is the closure of a $C^{2}$ domain and $K_{2} \subset \mathbb{R}^{N}$ consists of a finite number of isolated points such that $K_{1} \cap K_{2}=\emptyset$. Then, inequality (5.1) has $C^{2}$ positive solutions if and only if (5.2) holds. Furthermore, if (5.2) is fulfilled, then there exists a minimal solution $\tilde{u}$ of (5.1) that satisfies

$$
\tilde{u} \in C^{2}\left(\mathbb{R}^{N} \backslash K\right) \cap C\left(\mathbb{R}^{N} \backslash \operatorname{int}\left(K_{1}\right)\right)
$$

and

$$
\begin{cases}-\Delta \tilde{u}=\varphi\left(\delta_{K}(x)\right) f(\tilde{u}), \tilde{u}>0 & \text { in } \mathbb{R}^{N} \backslash K,  \tag{5.35}\\ \tilde{u}=0 & \text { on } \partial K_{1}, \\ \tilde{u}>0 & \text { on } K_{2}, \\ \tilde{u}(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty .\end{cases}
$$

In addition, $\tilde{u}$ has the same behavior around $K_{1}$ as described in (5.29).

Proof. By Theorems 5.7 and 5.8, condition (5.2) is necessary in order to have $C^{2}$ positive solutions for (5.1). Assume now that (5.2) holds. Using, if necessary, a dilation argument, we can assume that $\operatorname{dist}\left(K_{1}, K_{2}\right)>2$ and the distance between any two distinct points of $K_{2}$ is greater than 2 . We fix $R>0$ large enough such that

$$
K_{1} \cup \bigcup_{a \in K_{2}} \bar{B}_{1}(a) \subset B_{R}(0)
$$

We now apply Lemma 5.5 for $L=\bigcup_{a \in K_{2}} \bar{B}_{1 / n}(a)$ and $\Omega=B_{R+n}(a)$. Thus, there exists a unique solution $u_{n}$ of

$$
\left\{\begin{array}{cl}
-\Delta u_{n}=\varphi\left(\delta_{K}(x)\right) f\left(u_{n}\right), u_{n}>0 & \text { in } B_{R+n}(0) \backslash\left(K_{1} \cup \bigcup_{a \in K_{2}} \bar{B}_{1 / n}(a)\right),  \tag{5.36}\\
u_{n}=0 & \text { on } \partial B_{R+n}(0) \cup \partial K_{1} \cup \bigcup_{a \in K_{2}} \partial B_{1 / n}(a)
\end{array}\right.
$$

Extending $u_{n}=0$ outside of $\bar{B}_{R+n}(0) \backslash \bigcup_{a \in K_{2}} \bar{B}_{1 / n}(a)$, by Lemma 5.1 we obtain

$$
0 \leq u_{1} \leq u_{2} \leq \cdots \leq u_{n} \leq u_{n+1} \leq \cdots \quad \text { in } \mathbb{R}^{N} \backslash K
$$

In order to pass to the limit in (5.36) we need to provide a barrier for $\left\{u_{n}\right\}$. Proceeding in the same manner as we did in the proof of Theorem 5.11 we can find a function

$$
U \in C^{2}\left(\mathbb{R}^{N} \backslash K_{1}\right) \cap C\left(\mathbb{R}^{N} \backslash \operatorname{int}\left(K_{1}\right)\right)
$$

such that

$$
\left\{\begin{array}{cl}
-\Delta U \geq \varphi\left(\delta_{K_{1}}(x)\right) f(U), U>0 & \text { in } \mathbb{R}^{N} \backslash K_{1}  \tag{5.37}\\
U(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

We shall use a similar approach to construct a function $V \in C^{2}\left(\mathbb{R}^{N} \backslash K_{2}\right) \cap C\left(\mathbb{R}^{N}\right)$ such that

$$
\left\{\begin{array}{cl}
-\Delta V \geq \varphi\left(\delta_{K_{2}}(x)\right) f(V), V>0 & \text { in } \mathbb{R}^{N} \backslash K_{2}  \tag{5.38}\\
V(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

First, since (5.2) holds, by Lemma 5.6(iii), the function

$$
D(r):=\int_{r}^{\infty} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t \quad \text { for all } r \geq 0
$$

is well defined and $-\Delta D(|x|)=\varphi(|x|)$ in $\mathbb{R}^{N} \backslash\{0\}$. We next define $v: \mathbb{R}^{N} \rightarrow(0, \infty)$ by

$$
\int_{0}^{v(x)} \frac{1}{f(t)} d t=D(|x|) \quad \text { for all } x \in \mathbb{R}^{N}
$$

Using the same arguments as in the proof of Theorem 5.11 we have $v \in C^{2}\left(\mathbb{R}^{N} \backslash\right.$ $\{0\}) \cap C\left(\mathbb{R}^{N}\right)$ and

$$
\left\{\begin{array}{cl}
-\Delta v \geq \varphi(|x|) f(v), v>0 & \text { in } \mathbb{R}^{N} \backslash\{0\}  \tag{5.39}\\
v(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

Let now $V: \mathbb{R}^{N} \rightarrow(0, \infty)$ defined by

$$
V(x)=\sum_{a \in K_{2}} v(x-a) .
$$

By (5.39) we have $V \in C^{2}\left(\mathbb{R}^{N} \backslash K_{2}\right) \cap C\left(\mathbb{R}^{N}\right), V(x) \rightarrow 0$ as $|x| \rightarrow \infty$ and

$$
\begin{aligned}
-\Delta V(x) & =-\sum_{a \in K_{2}} \Delta v(x-a) \geq \sum_{a \in K_{2}} \varphi(|x-a|) f(v(x-a)) \\
& \geq\left(\sum_{a \in K_{2}} \varphi(|x-a|)\right) f(V(x)) \geq \varphi\left(\min _{a \in K_{2}}|x-a|\right) f(V(x)) \\
& =\varphi\left(\delta_{K_{2}}(x)\right) f(V(x)) \quad \text { for all } x \in \mathbb{R}^{N} \backslash K_{2}
\end{aligned}
$$

Therefore, $V$ fulfills (5.38). Now $W:=U+V$ satisfies $W(x) \rightarrow 0$ as $|x| \rightarrow \infty$ and

$$
\begin{aligned}
-\Delta W(x) & \geq \varphi\left(\delta_{K_{1}}(x)\right) f(U)+\varphi\left(\delta_{K_{2}}(x)\right) f(V) \\
& \geq\left(\varphi\left(\delta_{K_{1}}(x)\right)+\varphi\left(\delta_{K_{2}}(x)\right)\right) f(W) \\
& \geq \varphi\left(\min \left\{\delta_{K_{1}}(x), \delta_{K_{2}}(x)\right\}\right) f(W) \\
& =\varphi\left(\delta_{K}(x)\right) f(W) \quad \text { for all } x \in \mathbb{R}^{N} \backslash K .
\end{aligned}
$$

By Lemma 5.1 we obtain $u_{n} \leq W$ in $\mathbb{R}^{N} \backslash K$. Thus, passing to the limit in (5.36) and by elliptic arguments, we obtain that $\tilde{u}:=\lim _{n \rightarrow \infty} u_{n}$ satisfies

$$
-\Delta \tilde{u}=\varphi\left(\delta_{K}(x)\right) f(\tilde{u}) \quad \text { in } \mathbb{R}^{N} \backslash K
$$

The fact that $\tilde{u}$ is minimal, vanishes continuously on $\partial K_{1}$ and has the behavior near $\partial K_{1}$ as described by (5.29) follows exactly in the same way as in the proof of Theorem 5.11.

It remains to prove that $\tilde{u}$ can be continuously extended at any point of $K_{2}$ and $\tilde{u}>0$ on $K_{2}$. To this aim, we state and prove the following auxiliary results.

Lemma 5.13 Let $r>0$ and $x \in \mathbb{R}^{N} \backslash \partial B_{r}(0), N \geq 3$. Then

$$
\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} \frac{1}{|x-y|^{N-2}} d \sigma(y)= \begin{cases}\frac{1}{|x|^{N-2}} & \text { if }|x|>r \\ \frac{1}{r^{N-2}} & \text { if }|x|<r\end{cases}
$$

Proof. Suppose first $|x|>r$. Then $u(y)=|y-x|^{2-N}$ is harmonic in $B_{r+\varepsilon}(0)$, for $\varepsilon>0$ small. By the mean value theorem we have

$$
\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} \frac{1}{|x-y|^{N-2}} d \sigma(y)=u(0)=\frac{1}{|x|^{N-2}} .
$$

Assume now $|x|<r$. Since

$$
v(x):=\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} \frac{1}{|x-y|^{N-2}} d \sigma(y)
$$

is harmonic and radially symmetric, it follows that $v$ is constant in $B_{r}(0)$. Thus $v(x)=v(0)=r^{2-N}$ for $x \in B_{r}(0)$.

Lemma 5.14 Let и be a $C^{2}$ positive solution of

$$
-\Delta u \geq 0 \quad \text { in } B_{2 r_{1}}(0) \backslash\{0\}, N \geq 2
$$

Then

$$
u(x) \geq m:=\min _{|y|=r_{1}} u(y) \quad \text { for all } x \in \bar{B}_{r_{1}}(0) \backslash\{0\}
$$

Proof. For $0<r_{0}<r_{1}$ define $v_{r_{0}}: \mathbb{R}^{N} \backslash\{0\} \rightarrow \mathbb{R}$ by

$$
v_{r_{0}}(x)=\frac{m\left(\Phi\left(r_{0}\right)-\Phi(|x|)\right)}{\Phi\left(r_{0}\right)-\Phi\left(r_{1}\right)}
$$

where

$$
\Phi(r)= \begin{cases}\log \frac{1}{r} & \text { if } N=2 \\ \frac{1}{r^{N-2}} & \text { if } N \geq 3\end{cases}
$$

Then $v_{r_{0}}$ is harmonic in $\mathbb{R}^{N} \backslash\{0\}$ and $v_{r_{0}} \leq u$ on $\partial B_{r_{1}}(0) \cup \partial B_{r_{0}}(0)$. Thus, by the maximum principle, $v_{r_{0}} \leq u$ in $\bar{B}_{r_{1}}(0) \backslash B_{r_{0}}(0)$. Fix $x \in \bar{B}_{r_{1}}(0) \backslash\{0\}$. Then, for $0<$ $r_{0}<|x|$ we have $u(x) \geq v_{r_{0}}(x) \rightarrow m$ as $r_{0} \searrow 0$. This concludes the proof.

Lemma 5.15 Let $\varphi, f:(0, \infty) \rightarrow[0, \infty)$ be continuousfunctions such that $\int_{0}^{1} r \varphi(r) d r$ $<\infty$. Suppose that $u$ is a $C^{2}$ positive bounded solution of $-\Delta u=\varphi(|x|) f(u)$ in a
punctured neighborhood of the origin in $\mathbb{R}^{N}, N \geq 3$. Then, for some $L>0$ we have $u(x) \rightarrow$ Las $x \rightarrow 0$.

Proof. By Lemma 5.14 we can find $r_{0}>0$ small such that $u$ is bounded away from zero in $\bar{B}_{r_{0}}(0) \backslash\{0\}$. Hence, for some $M>0$ we have

$$
\begin{equation*}
f(u(x)) \leq M \quad \text { in } \bar{B}_{r_{0}}(0) \backslash\{0\} . \tag{5.40}
\end{equation*}
$$

For $x \in \mathbb{R}^{N}$ let

$$
I(x):=\frac{1}{\sigma_{N}} \int_{B_{r_{0}}(0)} \frac{\varphi(y) f(u(y))}{|x-y|^{N-2}} d y
$$

Then,

$$
I(x)=\int_{0}^{r_{0}} F(x, r) d r, \quad \text { where } \quad F(x, r)=\frac{\varphi(r)}{\sigma_{N}} \int_{\partial B_{r}(0)} \frac{f(u(y))}{|x-y|^{N-2}} d \sigma(y)
$$

Since, by (5.40) and Lemma 5.13 we have
(i) $F(x, r) \leq \operatorname{Mr\varphi }(r)$ for $x \in \mathbb{R}^{N}$ and $0<r<r_{0}$.
(ii) $\int_{0}^{r_{0}} r \varphi(r) d r<\infty$.
(iii) $F(x, r) \rightarrow F(0, r)$ as $x \rightarrow 0$ pointwise for $0<r<r_{0}$,
it follows that $I$ is bounded in $\mathbb{R}^{N}$ and by the dominated convergence theorem,

$$
\begin{equation*}
I(x) \rightarrow I(0) \quad \text { as } x \rightarrow 0 \tag{5.41}
\end{equation*}
$$

Since $v:=u-\frac{1}{N-2} I$ is harmonic and bounded in $B_{r_{0}}(0) \backslash\{0\}$, it is well known that $\lim _{x \rightarrow 0} v(x)$ exists. Thus, by (5.41), $\lim _{x \rightarrow 0} u(x)$ exists and is finite.

Now, the fact that the minimal solution $\tilde{u}$ can be continuously extended on $K_{2}$ and $\tilde{u}>0$ on $K_{2}$ follows by applying Lemma 5.15 for each point of $K_{2}$. This finishes the proof of Theorem 5.12.

### 5.5 The Degenerate Case

In this section we study the inequality (5.1) in the case where $K \subset \mathbb{R}^{N}(N \geq 3)$ reduces to a finite number of points. In this setting, the existence of a $C^{2}$ positive solution to (5.1) depends on both $\varphi$ and $f$. To better emphasize this dependence we shall assume that $f(t)=t^{-p}, p>0$. Therefore, we shall be concerned with the
semilinear elliptic inequality

$$
\begin{equation*}
-\Delta u \geq \varphi\left(\delta_{K}(x)\right) u^{-p} \quad \text { in } \mathbb{R}^{N} \backslash K \tag{5.42}
\end{equation*}
$$

Theorem 5.16 Let $K \subset \mathbb{R}^{N}(N \geq 3)$ be a finite set of points and $\varphi \in C^{0, \gamma}(0, \infty)$ $(0<\gamma<1)$ be a positive function such that $\varphi(r)$ is monotone for large values of $r$. Then, (5.42) has $C^{2}$ positive solutions if and only if

$$
\begin{equation*}
\int_{1}^{\infty} r \varphi(r) d r<\infty \quad \text { and } \quad \int_{0}^{1} r^{(1+p)(N-2)+1} \varphi(r) d r<\infty . \tag{5.43}
\end{equation*}
$$

Furthermore, if (5.43) holds, then, there exists a minimal solution $\tilde{u}$ of (5.42) that satisfies

$$
\left\{\begin{array}{cl}
-\Delta \tilde{u}=\varphi\left(\delta_{K}(x)\right) \tilde{u}^{-p}, \tilde{u}>0 & \text { in } \mathbb{R}^{N} \backslash K  \tag{5.44}\\
\tilde{u}(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

In addition, $\tilde{u}$ can be extended to a continuous positive function on the whole of $\mathbb{R}^{N}$ if and only if $\int_{0}^{1} r \varphi(r) d r<\infty$.

Note that condition (5.43) above is weaker than (5.2) which is the optimal condition on $\varphi$ in case when some components of $K$ are the closure of $C^{2}$ domains.

Proof. Assume first that (5.42) has a $C^{2}$ positive solution $u$. From Theorem 5.7 it follows that $\int_{1}^{\infty} r \varphi(r) d r<\infty$. By translation one may assume that $0 \in K$ and fix $\rho>0$ such that $\delta_{K}(x)=|x|$ in $B_{\rho}(0)$. Let now $u_{*}$ be the image of $u$ through the Kelvin transform, that is,

$$
\begin{equation*}
u_{*}(x)=|x|^{2-N} u\left(\frac{x}{|x|^{2}}\right), \quad x \in \mathbb{R}^{N} \backslash\{0\} . \tag{5.45}
\end{equation*}
$$

Then $u_{*}$ satisfies

$$
\begin{aligned}
-\Delta u_{*} & \geq|x|^{-2-N} \varphi\left(\frac{1}{|x|}\right) u^{-p}\left(\frac{x}{|x|^{2}}\right) \\
& =|x|^{-2-N-p(N-2)} \varphi\left(\frac{1}{|x|}\right) u_{*}^{-p}(x) \quad \text { in } \mathbb{R}^{N} \backslash B_{1 / \rho}(0)
\end{aligned}
$$

With the same proof as in Theorem 5.7 (note that here we do not need $\varphi(r)$ to be monotone for small values of $r>0$ ) we deduce

$$
\int_{1}^{\infty} t^{-1-N-p(N-2)} \varphi\left(\frac{1}{t}\right) d t<\infty .
$$

Now with the change of variable $r=t^{-1}, 0<r \leq 1$ we derive the second condition in (5.43).

Conversely, assume now that (5.43) holds and let us construct a solution to (5.42). We first assume that $K=\{0\}$. The construction follows the general lines given in the proof of Theorem 5.11, the only difference is that one cannot use Lemmas 5.4 or 5.5 since $K$ is degenerate. Instead, we shall use the Kelvin transform to reduce the construction of a solution to (5.42) near the origin to a solution of a similar inequality that holds in a neighborhood of infinity.

First, let

$$
D(r):=\int_{r}^{\infty} t^{1-N} \int_{1}^{t} s^{N-1} \varphi(s) d s d t \quad \text { for all } r \geq 1
$$

Since (5.43) holds, by Lemma 5.6(ii) $D$ is well defined and converges to zero at infinity. We now consider

$$
u(x):=[(p+1) D(|x|)]^{1 /(p+1)} \quad x \in \mathbb{R}^{N} \backslash \bar{B}_{1}(0)
$$

Then $u \in C^{2}\left(\mathbb{R}^{N} \backslash \bar{B}_{1}(0)\right)$ and in the same manner as in the proof of Theorem 5.11 we have

$$
\left\{\begin{array}{cl}
-\Delta u \geq \varphi(|x|) u^{-p}(x), u>0 & \text { in } \mathbb{R}^{N} \backslash \bar{B}_{1}(0) \\
u(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty
\end{array}\right.
$$

Proceeding similarly, with $r^{-2-N-p(N-2)} \varphi(1 / r)$ instead of $\varphi(r)$ and then using the Kelvin transform, we obtain a function $v \in C^{2}\left(B_{1}(0) \backslash\{0\}\right)$ such that

$$
\left\{\begin{array}{cl}
-\Delta v \geq \varphi(|x|) v^{-p}(x), v>0 & \text { in } \bar{B}_{1}(0) \backslash\{0\} \\
|x|^{N-2} v(x) \rightarrow 0 & \text { as }|x| \rightarrow 0
\end{array}\right.
$$

From now on we proceed exactly as in the proof of Theorem 5.11. Let $w$ be any $C^{2}$ extension of

$$
x \longmapsto \begin{cases}u(x) & \text { if } x \in \mathbb{R}^{N} \backslash \bar{B}_{1}(0) \\ v(x) & \text { if } x \in B_{1 / 2}(0) \backslash\{0\}\end{cases}
$$

to the whole $\mathbb{R}^{N} \backslash\{0\}$. Now, one can find $M>0$ large enough such that

$$
U(x):=w(x)+M\left(1+|x|^{2}\right)^{(2-N) / 2}, \quad x \in \mathbb{R}^{N} \backslash\{0\}
$$

fulfills

$$
\left\{\begin{array}{cl}
-\Delta U \geq \varphi(|x|) U^{-p}(x), U>0 & \text { in } \mathbb{R}^{N} \backslash\{0\}  \tag{5.46}\\
U(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty \\
|x|^{N-2} U(x) \rightarrow 0 & \text { as }|x| \rightarrow 0
\end{array}\right.
$$

In particular $U$ is a solution of (5.42) with $K=\{0\}$. In the general case, if $K$ is a finite set of points, we consider $V(x)=\sum_{a \in K} U(x-a)$ for all $x \in \mathbb{R}^{N} \backslash K$. As in the proof of Theorem 5.12 we deduce that $V$ satisfies (5.42).

Assume that condition (5.43) is satisfied. Then, the existence of the minimal solution $\tilde{u}$ of (5.42) is obtained with the same proof as in Theorem 5.12. Note that $\tilde{u}$ is obtained as a pointwise limit of the sequence $\left\{u_{n}\right\}$ where $u_{n}$ satisfies (5.36) in which $K_{1}=\emptyset$ and $K_{2}=K$. It remains to prove that $\tilde{u}$ can be continuously extended to a positive continuous function in $\mathbb{R}^{N}$ if and only if $\int_{0}^{1} r \varphi(r) d r<\infty$.

Assume first that the minimal solution $\tilde{u}$ of (5.42) is bounded. Using a translation argument, one can also assume that $0 \in K$. Fix $r_{0}>0$ such that $\delta_{K}(x)=|x|$ for all $x \in \bar{B}_{r_{0}}(0)$. Then averaging (5.42) we obtain

$$
\begin{equation*}
-\left(r^{N-1} \bar{u}^{\prime}(r)\right)^{\prime} \geq c r^{N-1} \varphi(r) \quad \text { for all } 0<r \leq r_{0} \tag{5.47}
\end{equation*}
$$

where $c>0$. Hence $r^{N-1} \bar{u}^{\prime}(r)$ is decreasing and its limit as $r \searrow 0$ must be zero for otherwise $\bar{u}-$ and hence $u$-would be unbounded for small $r>0$. Thus integrating (5.47) twice we obtain

$$
\infty>(\underset{r \searrow 0}{\limsup } \bar{u}(r))-\bar{u}\left(r_{0}\right) \geq c \int_{0}^{r_{0}} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t
$$

which by Lemma 5.6 (ii) yields $\int_{0}^{1} r \varphi(r) d r<\infty$.
Assume now that $\int_{0}^{1} r \varphi(r) d r<\infty$. The conclusion will follow by Lemma 5.15 once we prove that $\tilde{u}$ is bounded around each point of $K$. Again by translation and a scaling argument we may assume that $0 \in K$ and $\delta_{K}(x)=|x|$ for all $x \in B_{1}(0)$. Set

$$
v(x):=M \int_{|x|}^{2} t^{1-N} \int_{0}^{t} s^{N-1} \varphi(s) d s d t, \quad \text { for all } x \in B_{2}(0)
$$

By Lemma 5.6(i), $v$ is bounded and positive in $B_{2}(0)$ and

$$
\begin{equation*}
-\Delta v(x)=M \varphi(|x|)=M \varphi\left(\delta_{K}(x)\right) \quad \text { in } B_{1}(0) \backslash\{0\} . \tag{5.48}
\end{equation*}
$$

Therefore, we can take $M>1$ large enough such that

$$
-\Delta v(x) \geq \varphi\left(\delta_{K}(x)\right) v^{-p}(x) \quad \text { in } B_{1}(0) \backslash\{0\} \quad \text { and } \quad v \geq \tilde{u} \quad \text { on } \partial B_{1}(0)
$$

Let $u_{n}$ be the solution of (5.36) with $K_{1}=\emptyset$ and $K_{2}=K$. Recall that $\left\{u_{n}\right\}$ converges pointwise to $\tilde{u}$. Since $\tilde{u} \geq u_{n}$ in $\mathbb{R}^{N} \backslash K$, from (5.49) we have $v \geq u_{n}$ on $\partial B_{1}(0)$. According to the definition of $u_{n}$, this inequality also holds true on $\partial B_{1 / n}(0)$. Now, by (5.49) and Lemma 5.1 it follows that $v \geq u_{n}$ in $B_{1}(0) \backslash B_{1 / n}(0)$. Passing to the limit with $n \rightarrow \infty$ it follows that $v \geq \tilde{u}$ in $B_{1}(0) \backslash\{0\}$ and so, $\tilde{u}$ is bounded around zero. Proceeding similarly we derive that $\tilde{u}$ is bounded around every point of $K$. By Lemma 5.15 we now obtain that $\tilde{u}$ can be continuously extended on $K$. This finishes the proof of Theorem 5.16.

In the remaining part of this section we shall be concerned with (5.3). The first result establishes the structure of the solution set of (5.3) when $\varphi$ has a power-type growth near zero and near infinity. More precisely, we shall assume that $\varphi$ satisfies

$$
\begin{equation*}
c_{1} r^{\alpha} \leq \varphi(r) \leq c_{2} r^{\alpha} \quad \text { for all } 0<r<1, \tag{5.50}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{1} r^{\beta} \leq \varphi(r) \leq c_{2} r^{\beta} \quad \text { for all } r>1, \tag{5.51}
\end{equation*}
$$

for some $c_{1}, c_{2}>0$. Our main result is the following.
Theorem 5.17 Assume that $\varphi \in C^{0, \gamma}(0, \infty)(0<\gamma<1)$ satisfies (5.50)-(5.51). Then, (5.3) has $C^{2}$ positive solutions if and only if

$$
\begin{equation*}
N+\alpha+p(N-2)>0 \quad \text { and } \quad \beta<-2 . \tag{5.52}
\end{equation*}
$$

Furthermore, if (5.52) holds, then:
(i) For any $a, b \geq 0$ there exists a radially symmetric solution $u_{a, b}$ of (5.3) such that

$$
\begin{equation*}
\lim _{|x| \rightarrow 0}|x|^{N-2} u_{a, b}(x)=a \quad \text { and } \quad \lim _{|x| \rightarrow \infty} u_{a, b}(x)=b . \tag{5.53}
\end{equation*}
$$

(ii) The solution set of (5.3) consists only of $\left\{u_{a, b}: a, b \geq 0\right\}$. In particular, any $C^{2}$ positive solution of (5.3) is radially symmetric.

Proof. Condition (5.52) follows directly from Theorem 5.16. For the proof of (i), (ii) we divide our arguments into four steps.

Step 1: There exists a minimal solution $\xi: \mathbb{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ which in addition satisfies

$$
\begin{equation*}
\lim _{|x| \rightarrow 0}|x|^{N-2} \xi(x)=0 \quad \text { and } \quad \lim _{|x| \rightarrow \infty} \xi(x)=0 \tag{5.54}
\end{equation*}
$$

Indeed, by Lemma 5.2 there exists a unique function $\xi_{n}$ such that

$$
\left\{\begin{array}{cl}
-\Delta \xi_{n}=\varphi(|x|) \xi_{n}^{-p}, \xi_{n}>0 & \text { in } B_{n}(0) \backslash \bar{B}_{1 / n}(0)  \tag{5.55}\\
\xi_{n}=0 & \text { on } \partial B_{n}(0) \cup \partial B_{1 / n}(0)
\end{array}\right.
$$

By uniqueness, it also follows that $\xi_{n}$ is radially symmetric. We next extend $\xi_{n}=0$ outside $B_{n}(0) \backslash \bar{B}_{1 / n}(0)$. Now, by Lemma 5.1 we have that $\left\{\xi_{n}\right\}$ is nondecreasing. Since (5.52) holds, proceeding as in the proof of Theorem 5.16 we construct a function $U: \mathbb{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ that satisfies (5.46). By Lemma 5.1 it follows that $\xi_{n} \leq U$ in $\mathbb{R}^{N} \backslash\{0\}$. Hence, there exists $\xi(x):=\lim _{n \rightarrow \infty} \xi_{n}(x), x \in \mathbb{R}^{N} \backslash\{0\}$ and $\xi \leq U$. Also $\xi$ is radially symmetric and by standard elliptic arguments it follows that $\xi$ is a solution of (5.3). From $\xi \leq U$ it follows that $\xi$ satisfies (5.54). Finally, if $v$ is an arbitrary solution of (5.3), by Lemma 5.1 we deduce

$$
\xi_{n} \leq v \quad \text { in } B_{n}(0) \backslash \bar{B}_{1 / n}(0)
$$

Passing to the limit in the above inequality with $n \rightarrow \infty$, we obtain $\xi \leq v$ in $\mathbb{R}^{N} \backslash\{0\}$. Therefore $\xi$ is the minimal solution of (5.3).

Step 2: Proof of (i).
Fix $a, b \geq 0$. We shall construct a radially symmetric solution of (5.3) that satisfies (5.53) with the aid of the minimal solution $\xi$ constructed at Step 1. By virtue of Lemma 5.2, for any $n \geq 2$ there exists a unique function

$$
u_{n} \in C^{2}\left(B_{n}(0) \backslash \bar{B}_{1 / n}(0)\right) \cap C\left(\bar{B}_{n}(0) \backslash B_{1 / n}(0)\right)
$$

such that

$$
\left\{\begin{align*}
-\Delta u_{n}=|x|^{\alpha} u_{n}^{-p}, u_{n}>0 & \text { in } B_{n}(0) \backslash \bar{B}_{1 / n}(0)  \tag{5.56}\\
u_{n}=a|x|^{2-N}+b+\xi(x) & \text { on } \partial B_{n}(0) \cup \partial B_{1 / n}(0)
\end{align*}\right.
$$

Since $\xi$ is radially symmetric, so is $u_{n}$. Furthermore, $a|x|^{2-N}+b$ is a subsolution while $a|x|^{2-N}+b+\xi(x)$ is a supersolution of (5.56). Thus, in view of Lemma 5.1, we obtain

$$
\begin{equation*}
a|x|^{2-N}+b \leq u_{n}(x) \leq a|x|^{2-N}+b+\xi(x) \quad \text { in } B_{n}(0) \backslash B_{1 / n}(0) . \tag{5.57}
\end{equation*}
$$

As usual we extend $u_{n}=0$ outside $B_{n}(0) \backslash \bar{B}_{1 / n}(0)$. By standard elliptic regularity and a diagonal process, up to a subsequence there exists

$$
u_{a, b}(x):=\lim _{n \rightarrow \infty} u_{n}(x), \quad x \in \mathbb{R}^{N} \backslash\{0\}
$$

and $u_{a, b}$ is a solution of problem (5.3). Furthermore, from (5.57) we deduce that $u_{a, b}$ satisfies

$$
\begin{equation*}
a|x|^{2-N}+b \leq u_{a, b}(x) \leq a|x|^{2-N}+b+\xi(x) \quad \text { in } \mathbb{R}^{N} \backslash\{0\} \tag{5.58}
\end{equation*}
$$

Now, (5.54) and (5.58) imply (5.53).
Step 3: There exists $c>0$ depending on $N, \alpha, \beta, p$ such that any solution $u$ of (5.3) satisfies

$$
\begin{array}{ll}
u(x) \geq c|x|^{(2+\alpha) /(1+p)} & \text { for all } x \in B_{1}(0) \backslash\{0\}, \\
u(x) \geq c|x|^{(2+\beta) /(1+p)} & \text { for all } x \in \mathbb{R}^{N} \backslash \bar{B}_{1}(0) \tag{5.60}
\end{array}
$$

The proof uses an idea that goes back to Véron [199, Theorem 3.11] (see also [121, Section 1]). Let $R>1 / 2$ be fixed. By Harnack's inequality (see, e.g., [99, Theorem 8.18]) and a scaling argument, there exists a constant $C_{0}>0$ depending only on $N$ such that

$$
\begin{equation*}
\int_{B_{3 R}(0) \backslash B_{2 R}(0)} u d x \leq C_{0} R^{N} \inf _{B_{3 R}(0) \backslash B_{2 R}(0)} u . \tag{5.61}
\end{equation*}
$$

Let $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be such that $\operatorname{supp} \psi \subseteq B_{4 R}(0) \backslash \bar{B}_{R}(0)$ and

$$
\begin{equation*}
0 \leq \psi \leq 1 \text { in } \mathbb{R}^{N}, \quad \psi=1 \text { on } B_{3 R}(0) \backslash B_{2 R}(0), \quad \text { and } \quad\|\nabla \psi\|_{\infty} \leq 1 / R \tag{5.62}
\end{equation*}
$$

Multiplying in (5.3) with $\psi^{2} / u$ and then integrating we obtain

$$
\begin{equation*}
\int \nabla\left(\frac{\psi^{2}}{u}\right) \cdot \nabla u d x \geq \int|x|^{\beta} \psi^{2} u^{-1-p} d x \tag{5.63}
\end{equation*}
$$

In order to estimate the left-hand side in (5.63) we use (5.62). We have

$$
\begin{align*}
\int \nabla\left(\frac{\psi^{2}}{u}\right) \cdot \nabla u d x & =2 \int \nabla \psi \cdot \nabla u \frac{\psi}{u} d x-\int|\nabla u|^{2}\left(\frac{\psi}{u}\right)^{2} d x \\
& \leq \int\left(|\nabla \psi|^{2}+|\nabla u|^{2}\left(\frac{\psi}{u}\right)^{2}\right) d x-\int|\nabla u|^{2}\left(\frac{\psi}{u}\right)^{2} d x  \tag{5.64}\\
& \leq \int|\nabla \psi|^{2} d x \leq C R^{N-2}
\end{align*}
$$

To estimate the right-hand side in (5.63) we use Jensen's inequality together with (5.61). We have

$$
\begin{align*}
\int|x|^{\beta} \psi^{2} u^{-1-p} d x & \geq C R^{\beta} \int_{B_{3 R}(0) \backslash B_{2 R}(0)} u^{-1-p} d x \\
& \geq C R^{\beta+N(2+p)}\left(\int_{B_{3 R}(0) \backslash B_{2 R}(0)} u d x\right)^{-1-p}  \tag{5.65}\\
& \geq C R^{N+\beta}\left(\inf _{B_{3 R}(0) \backslash B_{2 R}(0)} u\right)^{-1-p}
\end{align*}
$$

Thus, combining (5.63), (5.64) and (5.65) we arrive at
for some constant $C>0$ independent of $u$ and $R$. This proves (5.60). For the proof of (5.59) we proceed in a similar way.

Step 4: Proof of (ii).
Let $u$ be an arbitrary solution of (5.3). From (5.50) and (5.59) it follows that

$$
\begin{equation*}
\varphi(|x|) u^{-p} \leq c_{0}|x|^{\alpha} u^{-p} \leq c|x|^{(\alpha-2 p) /(1+p)} \quad \text { in } B_{1}(0) \backslash\{0\} \tag{5.66}
\end{equation*}
$$

for some $c_{0}, c>0$. Thus, by (5.52) we have

$$
\begin{equation*}
-\Delta u=\varphi(|x|) u^{-p} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right) \tag{5.67}
\end{equation*}
$$

Lemma 5.18 There exists a real number $a \geq 0$ such that

$$
\begin{equation*}
\Delta u+\varphi(|x|) u^{-p}+a \delta(0)=0 \quad \text { in } \mathscr{D}^{\prime}\left(B_{1}(0)\right) \tag{5.68}
\end{equation*}
$$

where $\delta(0)$ denotes the Dirac mass concentrated at zero.
Proof. Let $g(x)=\varphi(|x|) u^{-p}, x \in \bar{B}_{1}(0) \backslash\{0\}$ and denote by $\bar{u}$ and $\bar{g}$ the spherical averages of $u$ and $g$ respectively over $\partial B_{r}(0), 0<r \leq 1$. From $-\Delta u=g(x)$ in
$\bar{B}_{1}(0) \backslash\{0\}$ we obtain $-\Delta \bar{u}(r)=\bar{g}(r), 0<r \leq 1$, so that

$$
-\left(r^{N-1} \bar{u}^{\prime}(r)\right)^{\prime}=r^{N-1} \bar{g}(r) \quad \text { for all } 0<r \leq 1 .
$$

Integrating the above equation over $[r, 1], 0<r \leq 1$ we find

$$
\begin{equation*}
r^{N-1} \bar{u}^{\prime}(r)=A+o(r) \quad \text { as } r \rightarrow 0, \tag{5.69}
\end{equation*}
$$

where

$$
A=\bar{u}^{\prime}(1)+\int_{0}^{1} t^{N-1} \bar{g}(t) d t
$$

We claim that $A \leq 0$. Indeed, if $A>0$, then, from (5.69) there exists $r_{0}>0$ small such that

$$
r^{n-1} \bar{u}^{\prime}(r)>c>0 \quad \text { for all } 0<r \leq r_{0}
$$

Integrating the above inequality over $\left[r, r_{0}\right]$ we obtain

$$
\bar{u}\left(r_{0}\right)-\bar{u}(r)>\frac{C}{N-2}\left(r^{2-N}-r_{0}^{2-N}\right) \quad 0<r \leq r_{0}
$$

which implies $\lim _{r \rightarrow 0} \bar{u}(r)=-\infty$. This is clearly a contradiction since $\bar{u}>0$. Therefore $A \leq 0$.

Let now $\psi \in C_{0}^{\infty}\left(B_{1}(0)\right)$. For $\varepsilon>0$ small enough we have

$$
\begin{align*}
\int_{B_{1}(0) \backslash B_{\varepsilon}(0)} u \Delta \psi d x & =\int_{B_{1}(0) \backslash B_{\varepsilon}(0)} \psi \Delta u d x+\int_{\partial B_{\varepsilon}(0)} \psi \frac{\partial u}{\partial n} d \sigma(x)-\int_{\partial B_{\varepsilon}(0)} u \frac{\partial \psi}{\partial n} d \sigma(x) \\
& =-\int_{B_{1}(0)} g(x) \psi(x) d x+\psi(0) \int \partial B_{\varepsilon}(0) \frac{\partial u}{\partial n} d \sigma(x)+o(\varepsilon) \tag{5.70}
\end{align*}
$$

as $\varepsilon \rightarrow 0$, where $n$ is the outer unit normal vector at $\partial B_{\varepsilon}(0)$. By (5.69) we have

$$
\int \partial B_{\varepsilon}(0) \frac{\partial u}{\partial n} d \sigma(x)=\sigma_{N} \varepsilon^{n-1} \bar{u}^{\prime}(\varepsilon)=\sigma_{N} A+o(\varepsilon) \quad \text { as } \varepsilon \rightarrow 0 .
$$

Combining this relation with (5.70) we find

$$
\int_{B_{1}(0)} u \Delta \psi d x=\lim _{\varepsilon r i 0} \int_{B_{1}(0) \backslash B_{\varepsilon}(0)} u \Delta \psi d x=-\int_{B_{1}(0)} g(x) \psi(x) d x+\sigma_{N} A,
$$

which proves (5.68) with $a=-\sigma_{N} A \geq 0$.

Using Lemma 5.18 and standard potential theory arguments (see [134], [194]) it follows that

$$
\begin{equation*}
u(x)=a|x|^{2-N}+C \int_{B_{1}(0)} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y+h(x) \quad \text { for all } x \in B_{1}(0) \backslash\{0\} \tag{5.71}
\end{equation*}
$$

where $C$ is a positive constant depending on the dimension $N \geq 3$ and $h: B_{1}(0) \rightarrow \mathbb{R}$ is a harmonic function.

Lemma $5.19 \lim _{|x| \rightarrow 0}|x|^{N-2} u(x)=a$.
Proof. In view of (5.71), we only need to show that

$$
\begin{equation*}
\int_{B_{1}(0)} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y=o\left(|x|^{2-N}\right) \quad \text { as }|x| \rightarrow 0 . \tag{5.72}
\end{equation*}
$$

To this aim, we split the above integral into

$$
\begin{equation*}
\int_{B_{1}(0)} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y=\int_{\substack{y \in B_{1}(0),|y-x| \geq|x| / 2}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y+\int_{\substack{y \in B_{1}(0),|y-x|<|x| / 2}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y . \tag{5.73}
\end{equation*}
$$

Using (5.67), for $|x|>0$ small we have

$$
\begin{aligned}
& \int_{\substack{y \in B_{1}(0),|y-x| \geq|x| / 2}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y=\int_{\substack{y \in B_{1}(0),|x| / 2 \leq|y-x|<\sqrt{|x|}}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y+\int_{\substack{y \in B_{1}(0),|y-x|>\sqrt{|x|}}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y \\
& \leq\left(\frac{2}{|x|}\right)^{N-2} \int_{\substack{y \in B_{1}(0),|y-x|<\sqrt{|x|}}}-\Delta u(y) d y+|x|^{(2-N) / 2} \int_{\substack{y \in B_{1}(0),|y-x|>\sqrt{|x|}}}-\Delta u(y) d y \\
& \quad=o\left(|x|^{2-n}\right) \quad \text { as }|x| \rightarrow 0 .
\end{aligned}
$$

In order to evaluate the second integral on the right-hand side in (5.67) we first note that by (5.50) and (5.66) we have

$$
-\Delta u=\varphi(|x|) u^{-p}=O\left(|x|^{-N}\right) \quad \text { as }|x| \rightarrow 0
$$

Thus, there exists $c>0$ such that

$$
-\Delta u \leq c|x|^{-N} \quad \text { for }|x| \text { small and }|y-x|<\frac{|x|}{2}
$$

Let

$$
r(x)=\left[\frac{1}{c \sigma_{N}|x|} \int_{|y-x|<|x| / 2}-\Delta u(y) d y\right]^{1 / N}
$$

Then $r(x)=o(|x|)$ as $|x| \rightarrow 0$. Since

$$
\int_{|y-x|<r(x)} C|x|^{-N} d y=\int_{|y-x|<|x| / 2}-\Delta u(y) d y
$$

it follows that $r(x) \geq|x| / 2$ for small values of $|x|$. Therefore

$$
\begin{aligned}
\int_{\substack{y \in B_{1}(0),|y-x|<|x| / 2}} \frac{-\Delta u(y)}{|x-y|^{N-2}} d y & \leq \int_{\substack{y \in B_{1}(0),|y-x|<r(x)}} c|x|^{-N} \frac{d y}{|x-y|^{N-2}} \\
& =c|x|^{-N} \int_{|z|<r(x)}|z|^{2-N} d x \\
& =c^{\prime}|x|^{-N} r(x)^{2}=o\left(|x|^{2-N}\right) \quad \text { as }|x| \rightarrow 0 .
\end{aligned}
$$

This concludes the proof of (5.72).
By (5.71) we now deduce $\lim _{|x| \rightarrow 0}|x|^{N-2} u(x)=a$.
Let $u_{*}$ be the Kelvin transform of $u$ given by (5.45). Then $u_{*}$ satisfies

$$
-\Delta u_{*}=|x|^{-2-N-p(N-2)} \varphi\left(\frac{1}{|x|}\right) u_{*}^{-p}(x) \quad \text { in } \mathbb{R}^{N} \backslash\{0\} .
$$

Note that by (5.45), (5.51) and (5.59) we have

$$
\begin{gathered}
|x|^{-2-N-p(N-2)} \varphi\left(\frac{1}{|x|}\right) \leq c_{2}|x|^{-\beta-2-N-p(N-2)} \quad \text { for all } x \in B_{1}(0) \backslash\{0\}, \\
u_{*}(x) \geq c|x|^{2-N-(2+\beta) /(1+p)} \quad \text { for all } x \in B_{1}(0) \backslash\{0\} .
\end{gathered}
$$

Combining the last estimates we arrive at

$$
\begin{equation*}
-\Delta u_{*}(x)=O\left(|x|^{-N}\right) \quad \text { as }|x| \rightarrow 0 \tag{5.74}
\end{equation*}
$$

With the same arguments as above, there exists

$$
\begin{equation*}
b:=\lim _{|x| \rightarrow 0}|x|^{N-2} u_{*}(x) \geq 0 \tag{5.75}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} u(x)=b \geq 0 \tag{5.76}
\end{equation*}
$$

Let $u_{a, b}$ be the solution of (5.3) that satisfies (5.53). We claim that $u \equiv u_{a, b}$. To this aim, for $\varepsilon>0$ define

$$
u_{\varepsilon}(x):=u(x)+\varepsilon\left(a|x|^{2-N}+b\right), \quad x \in \mathbb{R}^{N} \backslash\{0\} .
$$

Also let $u_{n}$ be the unique solution of (5.56). Taking into account Lemma 5.19, (5.76) and the definition of $u_{n}$ in (5.56), we can find $n_{0}=n_{0}(\varepsilon) \geq 2$ such that for all $n \geq n_{0}$ we have

$$
u_{\varepsilon} \geq u_{n} \quad \text { in } \partial B_{n}(0) \cup \partial B_{1 / n}(0),
$$

for all $n \geq n_{0}$. We also have

$$
\Delta u_{\varepsilon}+|x|^{\alpha} u_{\varepsilon}^{-p} \leq 0 \leq \Delta u_{n}+|x|^{\alpha} u_{n}^{-p} \quad \text { in } B_{n}(0) \backslash B_{1 / n}(0) .
$$

Hence, by Lemma 5.1 we obtain

$$
u_{\varepsilon} \geq u_{n} \quad \text { in } B_{n}(0) \backslash B_{1 / n}(0),
$$

for all $n \geq n_{0}$. Passing to the limit with $n \rightarrow \infty$ we obtain

$$
u_{\varepsilon} \geq u_{a, b} \quad \text { in } \mathbb{R}^{N} \backslash\{0\}
$$

Now, letting $\varepsilon \searrow 0$ we deduce

$$
\begin{equation*}
u \geq u_{a, b} \quad \text { in } \mathbb{R}^{N} \backslash\{0\} . \tag{5.77}
\end{equation*}
$$

Next, consider the spherical average $\bar{u}$ of $u$ as defined in (5.22). Then

$$
\begin{gather*}
\lim _{r \searrow 0} r^{N-2} \bar{u}(r)=\lim _{r \searrow 0} r^{N-2} u_{a, b}(r)=a,  \tag{5.78}\\
\lim _{r \rightarrow \infty} \bar{u}(r)=\lim _{r \rightarrow \infty} u_{a, b}(r)=b . \tag{5.79}
\end{gather*}
$$

A straightforward computation shows that

$$
\begin{align*}
r^{N-1} \bar{u}^{\prime}(r)-\varepsilon^{N-1} \bar{u}^{\prime}(\varepsilon) & =\frac{1}{\sigma_{N}} \int_{B_{r}(0) \backslash B_{\varepsilon}(0)} \Delta u(x) d x \\
& =-\frac{1}{\sigma_{N}} \int_{B_{r}(0) \backslash B_{\varepsilon}(0)} \varphi(|x|) u^{-p}(x) d x<0, \tag{5.80}
\end{align*}
$$

for all $0<\varepsilon<r$. From (5.80) it follows that

$$
(0, \infty) \ni r \longmapsto r^{N-1} \bar{u}^{\prime}(r) \quad \text { is decreasing },
$$

so that there exists $\ell:=\lim _{r \backslash 0} r^{N-1} \bar{u}^{\prime}(r)$.
By l'Hospital's rule and (5.78) it follows that

$$
\lim _{r \searrow 0} r^{N-1} \bar{u}^{\prime}(r)=\ell=a(2-N) .
$$

On the other hand, from (5.67) we have $\varphi(|x|) u^{-p} \in L^{1}\left(B_{r}(0)\right)$ for all $r>0$. Hence, passing to the limit in (5.80) with $\varepsilon \searrow 0$ we obtain

$$
r^{N-1} \bar{u}^{\prime}(r)=a(2-N)-\frac{1}{\sigma_{N}} \int_{B_{r}(0)} \varphi(|x|) u^{-p}(x) d x \quad \text { for all } r>0 .
$$

A similar relation holds for $u_{a, b}$ and using the fact that $u \geq u_{a, b}$ it follows that

$$
\bar{u}^{\prime}(r) \geq u_{a, b}^{\prime}(r) \quad \text { for all } r>0
$$

This means that $\bar{u}-u_{a, b}$ is increasing in $(0, \infty)$ and so, by (5.79),

$$
\bar{u}(r)-u_{a, b}(r) \leq \lim _{t \rightarrow \infty}\left(\bar{u}(t)-u_{a, b}(t)\right)=0 \quad \text { for all } r>0 .
$$

Hence $\bar{u} \leq u_{a, b}$ in ( $0, \infty$ ) which by continuity and (5.77) implies $\bar{u} \equiv u \equiv u_{a, b}$. This completes the proof of Theorem 5.17.

Remark 21 If $N=2$ then (5.3) has no $C^{2}$ positive solutions even for more general nonlinearities than $u^{-p}$. More precisely, if $u \in C^{2}\left(\mathbb{R}^{2} \backslash\{0\}\right)$ satisfies

$$
-\Delta u \geq 0, u \geq 0 \quad \text { in } \mathbb{R}^{2} \backslash\{0\}
$$

then $u$ is constant (see [162, Theorem 29, page 130]).
Corollary 5.20 Let $\alpha \in \mathbb{R}, p>0$. Then, the equation

$$
\begin{equation*}
-\Delta u=|x|^{\alpha} u^{-p} \quad \text { in } \mathbb{R}^{N} \backslash\{0\}, N \geq 3, \tag{5.81}
\end{equation*}
$$

has solutions if and only if

$$
\begin{equation*}
N+\alpha+p(N-2)>0 \quad \text { and } \quad \alpha<-2 . \tag{5.82}
\end{equation*}
$$

Furthermore, if (5.82) is fulfilled, then the same conclusion as in Theorem 5.17 holds true and the function

$$
\begin{equation*}
\xi(x):=\left[\frac{-(1+p)^{2}}{(\alpha+2)(p(N-2)+N-\alpha)}\right]^{1 /(1+p)}|x|^{(2+\alpha) /(1+p)}, \quad x \in \mathbb{R}^{N} \backslash\{0\} \tag{5.83}
\end{equation*}
$$

is the minimal solution of (5.81).
Proof. The conclusion follows directly from Theorem 5.17. Also, if (5.82) holds, then the solution set of (5.81) consists of a two-parameter family of functions $\left\{u_{a, b}\right.$ : $a, b \geq 0\}$ that satisfy (5.53). It is easy to see that the function $\xi$ defined by (5.83) satisfies (5.81) and (5.54). It follows that $\xi$ is the minimal solution of (5.81).

Using the approach in the proof of Theorem 5.17, one can obtain the same structure of the solution set for (5.3) for a large class of functions $\varphi(|x|)$ having not only a power-type behavior at zero or at infinity.

Corollary 5.21 Let $\alpha \in \mathbb{R}, \beta, p>0$ and $\varphi(r)=r^{\alpha} \log ^{\beta}(1+r)$. Then, (5.3) has solutions if and only if

$$
\begin{equation*}
N+\alpha+\beta+p(N-2)>0 \quad \text { and } \quad \alpha<-2 . \tag{5.84}
\end{equation*}
$$

Furthermore, if (5.84) holds, then the solution set of (5.3) consists of a twoparameter family of radially symmetric functions as described in Theorem 5.17.

Proof. Condition (5.84) follows directly from Theorem 5.16. For the remaining part, let $\varepsilon$ be small enough such that $0<\varepsilon<-\alpha-2$ and let $\phi:(0, \infty) \rightarrow(0, \infty)$ be a continuous function that satisfies

$$
\begin{gathered}
\phi(r) \geq \varphi(r) \quad \text { for all } r>0, \\
\phi(r) \sim r^{\alpha+\beta} \quad \text { as } r \searrow 0 \quad \text { and } \quad \phi(r) \sim r^{\alpha+\varepsilon} \quad \text { as } r \rightarrow \infty .
\end{gathered}
$$

The construction of the minimal solution $\xi$ of (5.3) is obtained by considering the sequence $\left\{\xi_{n}\right\}$ where $\xi_{n}$ satisfies (5.55). Since $\phi$ satisfies the condition (5.43), there exists a function $U: \mathbb{R}^{N} \backslash\{0\} \rightarrow(0, \infty)$ with the property

$$
\left\{\begin{array}{cl}
-\Delta U \geq \phi(|x|) U^{-p}(x), U>0 & \text { in } \mathbb{R}^{N} \backslash\{0\} \\
U(x) \rightarrow 0 & \text { as }|x| \rightarrow \infty \\
|x|^{N-2} U(x) \rightarrow 0 & \text { as }|x| \rightarrow 0
\end{array}\right.
$$

Further, from $\phi \geq \varphi$ in $(0, \infty)$ we deduce that $\xi_{n} \leq U$ in $\mathbb{R}^{N} \backslash\{0\}$ which implies that $\xi(x):=\lim _{n \rightarrow \infty} \xi_{n}(x), x \in \mathbb{R}^{N} \backslash\{0\}$ is well defined and it is the minimal solution of (5.3).

The construction of the two-parameter family of solutions to (5.3) is the same as in Step 2 of Theorem 5.17. We next show that this is the whole solution set of (5.3). Using the fact that $\varphi(|x|) \geq c|x|^{\alpha+\beta}$ in $B_{1} \backslash\{0\}$ and $\varphi(|x|)>c|x|^{\alpha}$ in $\mathbb{R}^{N} \backslash \bar{B}_{1}(0)$, with the same argument as in the proof of Step 3 in Theorem 5.17 we obtain the existence of a positive constant $C>0$ such that any solution $u$ of (5.3) satisfies

$$
\begin{equation*}
u(x) \geq C|x|^{(2+\alpha+\beta) /(1+p)} \quad \text { for all } x \in B_{1}(0) \backslash\{0\} \tag{5.85}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x) \geq C|x|^{(2+\alpha) /(1+p)} \quad \text { for all } x \in \mathbb{R}^{N} \backslash \bar{B}_{1}(0) \tag{5.86}
\end{equation*}
$$

Using (5.85) we have

$$
-\Delta u(x)=\varphi(|x|) u^{-p} \leq|x|^{\alpha+\beta} u^{-p} \leq c|x|^{(\alpha+\beta-2 p) /(1+p)} \leq|x|^{-N} \quad \text { as }|x| \rightarrow 0 .
$$

Now with the same method as in Lemmas 5.18 and 5.19 we find

$$
\lim _{|x| \rightarrow 0}|x|^{N-2} u(x)=a .
$$

Next, if $u_{*}$ is the Kelvin transform of $u$ as defined in (5.45), by (5.86) we have

$$
\begin{aligned}
-\Delta u_{*} & =|x|^{-2-N-p(N-2)} \varphi\left(\frac{1}{|x|}\right) u_{*}^{-p}(x) \\
& \leq C|x|^{-N-(2+\alpha) /(1+p)} \log ^{\beta}\left(1+\frac{1}{|x|}\right) \\
& \leq C|x|^{-N} \quad \text { in } B_{1}(0) \backslash\{0\} .
\end{aligned}
$$

This yields (5.74) and then (5.75). From now on, we proceed exactly in the same way as we did in the proof of Theorem 5.17.

With the same arguments we have.
Corollary 5.22 Let $\alpha \in \mathbb{R}, \beta_{1}, \beta_{2}, \ldots, \beta_{m}, p>0$ and

$$
\varphi(r)=r^{\alpha} \log ^{\beta_{1}}\left(1+\log ^{\beta_{2}}\left(1+\cdots+\log ^{\beta_{m}}(1+r)\right) \ldots\right), \quad t>0 .
$$

Then, (5.3) has solutions if and only if

$$
\begin{equation*}
N+\alpha+\beta_{1}+\beta_{2}+\cdots+\beta_{m}+p(N-2)>0 \quad \text { and } \quad \alpha<-2 . \tag{5.87}
\end{equation*}
$$

Furthermore, if (5.87) holds, then the solution set of (5.3) consists of a twoparameter family of radially symmetric functions as described in Theorem 5.17.

### 5.6 Application to Singular Elliptic Systems in Exterior Domains

Let $\Omega$ be an exterior domain (that is, $\mathbb{R}^{N} \backslash \Omega$ is bounded) in $\mathbb{R}^{N}, N \geq 3$, that does not contain the origin. In this section we study the existence of $C^{2}$ solutions to the elliptic system

$$
\begin{cases}-\Delta u=f(|x|, v), u>0 & \text { in } \Omega  \tag{5.88}\\ -\Delta v=g(|x|, u), v>0 & \text { in } \Omega\end{cases}
$$

where $f, g \in C(0, \infty)$ are positive functions such that
(A) for all $r>0$ the mappings $f(r, \cdot)$ and $g(r, \cdot)$ are nonincreasing and convex.

Our first result concerns the case where $\Omega$ is nondegenerate with respect to the origin.

Theorem 5.23 Assume $B_{r_{0}}(0) \subset \mathbb{R}^{N} \backslash \Omega$ for some $r_{0}>0$. Then system (5.88) has solutions if and only if there exists $c>0$ such that

$$
\begin{equation*}
\int_{1}^{\infty} r f(r, c) d r<\infty \quad \text { and } \quad \int_{1}^{\infty} r g(r, c) d r<\infty . \tag{5.89}
\end{equation*}
$$

Proof. Assume that (5.88) has a solution $(u, v)$ and let $w=u+v$. Adding the two equations in (5.88) we have

$$
\begin{align*}
& -\Delta w \geq f(|x|, w) \quad \text { in } \Omega  \tag{5.90}\\
& -\Delta w \geq g(|x|, w) \quad \text { in } \Omega \tag{5.91}
\end{align*}
$$

Fix $R>0$ such that $\mathbb{R}^{N} \backslash \Omega \subset B(0, R)$ and let $\bar{w}(r)$ be the average of $w$ on $B(0, r)$, $r \geq R$, that is,

$$
\begin{equation*}
\bar{w}(r)=\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} w(y) d \sigma(y) \quad \text { for all } r \geq R \tag{5.92}
\end{equation*}
$$

where $\sigma$ denotes the surface area measure in $\mathbb{R}^{N}$ and $\sigma_{N}=\sigma\left(\partial B_{1}(0)\right)$. A straightforward computation using Green's formula yields

$$
\begin{equation*}
\bar{w}^{\prime}(r)=\frac{1}{\sigma_{N} r^{N-1}} \int_{\partial B_{r}(0)} \frac{\partial w}{\partial v_{r}}(x) d \sigma(x)=\frac{1}{\sigma_{N} r^{N-1}} \int_{B_{r}(0)} \Delta u(x) d x \tag{5.93}
\end{equation*}
$$

where $v_{r}$ represents the outer unit normal at $\partial B_{r}(0)$.
Averaging (5.90) and using Jensen's inequality, we find

$$
\begin{equation*}
-\left[\bar{w}^{\prime \prime}(r)+\frac{N-1}{r} \bar{w}^{\prime}(r)\right] \geq f(r, \bar{w}(r)) \quad \text { for all } r \geq R . \tag{5.94}
\end{equation*}
$$

Let now

$$
z(t)=\bar{w}(r), \quad t=r^{2-N} .
$$

From (5.94) we find

$$
-z^{\prime \prime}(t) \geq \frac{1}{(N-2)^{2}} t^{2(N-1) /(2-N)} f\left(t^{1 /(2-N)}, z(t)\right)
$$

for all $0<t \leq T:=R^{2-N}$. Since $v$ is concave and positive, $v$ is bounded from above by a constant $c>0$ for $0<t \leq T$. Hence

$$
-z^{\prime \prime}(t) \geq C t^{2(N-1) /(2-N)} f\left(t^{1 /(2-N)}, c\right) \quad \text { for all } 0<\rho \leq T
$$

Integrating this inequality twice we find

$$
\begin{aligned}
\infty & >\int_{0}^{T} z^{\prime}(t) d t-T z^{\prime}(T) \\
& \geq C \int_{0}^{T} \int_{t}^{T} s^{2(N-1) /(2-N)} f\left(s^{1 /(2-N)}, c\right) d s d t \\
& =C \int_{0}^{T} s^{1+2(N-1) /(2-N)} f\left(s^{1 /(2-N)}, c\right) d s \\
& =(N-2) C \int_{R}^{\infty} r f(r, c) d r .
\end{aligned}
$$

Proceeding in the same way with $v$ from (5.91) we deduce the second estimate in (5.89).

Assume now that (5.89) holds for some $c>0$ and let us prove that (5.88) has solutions. More precisely, we shall construct a radially symmetric solution $(u, v)$ of (5.88) in the larger exterior domain $\mathbb{R}^{N} \backslash B_{r_{0}}(0)$.

Let $A, B>0$ be such that

$$
\begin{equation*}
A>c+\int_{r_{0}}^{\infty} r f(r, c) d r \quad \text { and } \quad B>c+\int_{r_{0}}^{\infty} r g(r, c) d r . \tag{5.95}
\end{equation*}
$$

Consider $\tilde{f}, \tilde{g}:(0, \infty) \times \mathbb{R} \rightarrow(0, \infty)$ defined as

$$
\tilde{f}(r, v)=\left\{\begin{array}{ll}
f(r, c) & \text { for } v \leq c \\
f(r, v) & \text { for } v>c
\end{array} \quad \text { and } \tilde{g}(r, u)= \begin{cases}g(r, c) & \text { for } u \leq c \\
g(r, u) & \text { for } u>c .\end{cases}\right.
$$

For all $n \geq 1$ let

$$
\begin{equation*}
u_{n}(r)=A-\int_{r_{0}}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} \tilde{f}\left(s, v_{n-1}(s)\right) d s d t, \quad r \geq r_{0} \tag{5.96}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n}(r)=B-\int_{r_{0}}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} \tilde{g}\left(s, u_{n-1}(s)\right) d s d t, \quad r \geq r_{0} \tag{5.97}
\end{equation*}
$$

where $u_{0} \equiv A, v_{0} \equiv B$. Remark first that $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are well defined. Indeed, from Lemma 5.6(iii) we have

$$
\begin{aligned}
u_{n}(r) & \geq A-\int_{r_{0}}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} \tilde{f}(s, c) d s d t \\
& \geq A-\int_{r_{0}}^{\infty} t^{1-N} \int_{r_{0}}^{t} s^{N-1} f(s, c) d s d t \\
& =A-\int_{r_{0}}^{\infty} r f(r, c) d r \geq c,
\end{aligned}
$$

and similarly $v_{n} \geq c$ for all $n \geq 0$. It follows that $u_{n}$ and $v_{n}$ satisfy (5.96) and (5.97) with $f$ and $g$ instead of $\tilde{f}$ and $\tilde{g}$ respectively. Further, it is easy to see that $u_{n}^{\prime}(r) \leq 0$ and $v_{n}^{\prime}(r) \leq 0$ for all $r \geq r_{0}$. A straightforward induction argument yields $u_{n+1} \leq u_{n}$ and $v_{n+1} \leq v_{n}$ for all $n \geq 0$. Here, there exists $u(r):=\lim _{n \rightarrow \infty} u_{n}(r)$ and $v(r):=$ $\lim _{n \rightarrow \infty} v_{n}(r), r \geq r_{0}$. Passing to the limit in (5.96) and (5.97) we obtain

$$
\begin{array}{ll}
u(r)=A-\int_{r_{0}}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} f(s, v(s)) d s d t, & r \geq r_{0}, \\
v(r)=B-\int_{r_{0}}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} g(s, u(s)) d s d t, & r \geq r_{0} .
\end{array}
$$

Hence $U(x)=u(|x|), V(x)=v(|x|)$ is a solution of (5.88) in $\mathbb{R}^{N} \backslash B_{r_{0}}(0)$.
This finishes the proof of Theorem 5.23.
Remark 22 If $f$ has separable variables, we do not require $f(r, \cdot)$ to be convex. Indeed, if $f(r, v)=a(r) b(v)$ with $a, b \in C(0, \infty)$ positive and $b$ decreasing, we can always find $h \in C(0, \infty)$ convex and decreasing such that $b \geq h>0$ in $(0, \infty)$. From (5.90) we deduce $-\Delta w \geq a(|x|) h(v)$ in $\Omega$ and we follow the same arguments as above (with $f(|x|, v)$ replaced by $(a|x|) h(v)$ ). In particular, if both $f$ and $g$ have separable variables we can remove the convexity assumption in hypothesis $(A)$.

We are next concerned with the case where $\Omega=\mathbb{R}^{N} \backslash\{0\}$. In this case we have:
Theorem 5.24 Let $\Omega=\mathbb{R}^{N} \backslash\{0\}$.
(i) The system (5.88) has solutions if and only if (5.89) together with

$$
\begin{equation*}
\int_{0}^{1} r^{N-1} f\left(r, c r^{2-N}\right) d r<\infty \quad \text { and } \quad \int_{0}^{1} r^{N-1} g\left(r, c r^{2-N}\right) d r<\infty \tag{5.98}
\end{equation*}
$$

hold.
(ii) The system (5.88) has solutions which are bounded in the neighborhood of the origin if and only if the following (stronger) condition holds

$$
\begin{equation*}
\int_{0}^{\infty} r f(r, c) d r<\infty \quad \text { and } \quad \int_{0}^{\infty} r g(r, c) d r<\infty \tag{5.99}
\end{equation*}
$$

for some $c>0$.
The proof of Theorem (5.24) relies on that of Theorem (5.23). To derive condition (5.89) we use the Kelvin transform.

Proof. (i) Assume first that (5.88) has a solution $(u, v)$ in $\Omega=\mathbb{R}^{N} \backslash\{0\}$. Since $(u, v)$ is also a solution of (5.88) in $\mathbb{R}^{N} \backslash B_{2}(0)$ by Theorem 5.23 it follows that (5.89) holds. Next, to deduce (5.98) let $u_{*}$ and $v_{*}$ be the Kelvin transforms of $u$ and $v$ respectively, that is

$$
\begin{array}{ll}
u_{*}(x)=|x|^{2-N} u\left(\frac{x}{|x|^{2}}\right), & x \in \mathbb{R}^{N} \backslash\{0\}, \\
v_{*}(x)=|x|^{2-N} v\left(\frac{x}{|x|^{2}}\right), \quad x \in \mathbb{R}^{N} \backslash\{0\} . \tag{5.101}
\end{array}
$$

Then $u_{*}$ satisfies

$$
\begin{aligned}
-\Delta u_{*}(x) & =|x|^{-2-N}(-\Delta u)\left(\frac{x}{|x|^{2}}\right) \\
& =|x|^{-2-N} f\left(\frac{1}{|x|}, v\left(\frac{x}{|x|^{2}}\right)\right) \\
& =|x|^{-2-N} f\left(\frac{1}{|x|}, v_{*}(x)\right) \quad \text { in } \mathbb{R}^{N} \backslash B_{1}(0) .
\end{aligned}
$$

Similarly $v_{*}$ satisfies

$$
-\Delta v_{*}(x)=|x|^{-2-N} g\left(\frac{1}{|x|}, u_{*}(x)\right) \quad \text { in } \mathbb{R}^{N} \backslash B_{1}(0)
$$

Hence, $\left(u_{*}, v_{*}\right)$ are solutions of

$$
\begin{cases}-\Delta u_{*}=|x|^{-2-N} f\left(\frac{1}{|x|}, v_{*}\right) & \text { in } \mathbb{R}^{N} \backslash B_{1}(0) \\ -\Delta v_{*}=|x|^{-2-N} g\left(\frac{1}{|x|}, u_{*}\right) & \text { in } \mathbb{R}^{N} \backslash B_{1}(0)\end{cases}
$$

Since the mappings

$$
\begin{array}{ll}
\tilde{f}(r, v)=r^{-2-N} f\left(r^{-1}, r^{N-2} v\right), \quad r, v>0 \\
\tilde{g}(r, u)=r^{-2-N} g\left(r^{-1}, r^{N-2} u\right), \quad r, u>0 \tag{5.102}
\end{array}
$$

satisfy the assumption (A), by Theorem 5.23 we find

$$
\int_{1}^{\infty} t^{-1-N} f\left(t^{-1}, c t^{N-2}\right) d t<\infty \quad \text { and } \quad \int_{1}^{\infty} t^{-1-N} g\left(t^{-1}, c t^{N-2}\right) d t<\infty
$$

for some $c>0$. Now the change of variable $t=r^{-1}$ leads us to (5.98).
Assume now that (5.89) and (5.98) hold. Note that by letting $c>1$ large enough, we can assume the same value for $c$ in all the above integrals. Let

$$
u_{0}(r)=v_{0}(r)=c+c r^{2-N}
$$

and for all $n \geq 1$ define

$$
\begin{equation*}
u_{n}(r)=u_{0}(r)+\int_{r}^{\infty} t^{1-N} \int_{r_{0}}^{t} s^{N-1} f\left(s, v_{n-1}(s)\right) d s d t, \quad r>0 \tag{5.103}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{n}(r)=v_{0}(r)+\int_{r}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} g\left(s, u_{n-1}(s)\right) d s d t, \quad r>0 . \tag{5.104}
\end{equation*}
$$

Let us first remark that $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ are well defined. Indeed, since $u_{n} \geq u_{0}$ and $v_{n} \geq v_{0}$, by Lemma 5.6(ii) and (5.98) we have

$$
\begin{aligned}
& \int_{r}^{\infty} t^{1-N} \int_{0}^{t} s^{N-1} f\left(s, v_{n-1}(s)\right) d s d t \\
& \leq \int_{1}^{\infty} t^{1-N} \int_{0}^{1} s^{N-1} f\left(s, v_{0}(s)\right) d s d t+\int_{1}^{\infty} t^{1-N} \int_{1}^{t} s^{N-1} f\left(s, v_{0}(s)\right) d s d t \\
& \leq \frac{1}{N-2} \int_{0}^{1} s^{N-1} f\left(s, c s^{2-N}\right) d s+\int_{1}^{\infty} t f(t, c) d t<\infty
\end{aligned}
$$

Using the fact that $u_{1} \geq u_{0}$ and $v_{1} \geq v_{0}$ we have

$$
v_{0} \leq v_{2} \leq v_{1} \quad \text { and } \quad u_{0} \leq u_{2} \leq u_{1}
$$

Further iterations imply

$$
v_{0} \leq v_{2 n} \leq v_{2 n+2} \leq v_{1} \quad \text { and } \quad u_{0} \leq u_{2 n+1} \leq u_{2 n-1} \leq u_{1}
$$

for all $n \geq 1$. Thus, there exists

$$
u(r)=\lim _{n \rightarrow \infty} u_{2 n-1}(r), v(r)=\lim _{n \rightarrow \infty} v_{2 n}(r), r>0
$$

Using (5.103) and (5.104) we find

$$
\begin{array}{ll}
u(r)=u_{0}(r)+\int_{r}^{\infty} t^{1-N} \int_{r_{0}}^{t} s^{N-1} f(s, v(s)) d s d t, & r>0 \\
v(r)=v_{0}(r)+\int_{r}^{r} t^{1-N} \int_{r_{0}}^{t} s^{N-1} g(s, u(s)) d s d t, & r>0
\end{array}
$$

It is now easy to check that $U(x)=u(|x|)$ and $V(x)=v(|x|), x \in \mathbb{R}^{N} \backslash\{0\}$ is a solution of (5.88).
(ii) Let $(u, v)$ be a solution of (5.88) such that $u, v \leq M$ in $B_{1}(0) \backslash\{0\}$ and let $\bar{u}, \bar{v}$ be the spherical average of $u$ and $v$ respectively. Then $\bar{u}(r), \bar{v}(r) \leq M$ for all $0<r \leq 1$. In the same manner as for (5.94) we find

$$
-\left[\bar{u}^{\prime \prime}(r)+\frac{N-1}{r} \bar{u}^{\prime}(r)\right] \geq f(r, M) \quad \text { for all } r>0
$$

which yields

$$
\begin{equation*}
-\left(r^{N-1} \bar{u}^{\prime}\right)^{\prime} \geq r^{N-1} f(r, M)>0 \quad \text { for all } 0<r \leq 1 \tag{5.105}
\end{equation*}
$$

In particular $(0,1] \ni r \longmapsto r^{N-1} \bar{u}^{\prime}(r)$ is decreasing.
Claim: $\bar{u}^{\prime}(r) \leq 0$ for all $0<r \leq 1$.
Assume by contradiction that $\bar{u}^{\prime}(R)>0$ for some $0<R \leq 1$. Since $r^{N-1} \bar{u}^{\prime}$ is decreasing, it follows that

$$
\bar{u}^{\prime}(r) \geq R^{N-1} \bar{u}^{\prime}(R) r^{1-N} \quad \text { for all } 0<r \leq R
$$

Integrating the above inequality on $[r, R]$ we find

$$
\bar{u}(r) \leq \bar{u}(R)-\frac{C}{N-2} r^{2-N} \quad \text { for all } 0<r \leq R
$$

where $C=R^{N-1} \bar{u}^{\prime}(R)>0$. The above estimates yield $\bar{u}(r) \rightarrow-\infty$ as $r \rightarrow 0$, which is impossible, since $\bar{u}>0$. Thus, the claim is proved.

Since $r^{N-1} \bar{u}^{\prime}(r)$ is decreasing and negative in a neighborhood of the origin, there exists $\ell=\lim _{r \rightarrow 0^{+}} r^{N-1} \bar{u}^{\prime}(r) \leq 0$. Integrating in (5.105) we find

$$
\begin{aligned}
-\bar{u}^{\prime}(r) & \geq-\ell r^{1-N}+r^{1-N} \int_{0}^{r} f(s, M) d s \\
& \geq r^{1-N} \int_{0}^{r} f(s, M) d s \quad \text { for all } 0<r \leq 1
\end{aligned}
$$

A further integration over $[r, 1]$ in the above estimate produces

$$
M \geq \bar{u}(1)-\bar{u}(r) \geq \int_{r}^{1} t^{1-N} \int_{0}^{t} f(s, M) d s d t
$$

for all $0<r \leq 1$. Hence, $\int_{0}^{1} t^{1-N} \int_{0}^{t} f(s, M) d s d t$ is convergent which by Lemma 5.6(i) yields $\int_{0}^{1} r f(r, M) d r<\infty$. This final estimate compounded with (5.89) yields (5.99).

For the converse part, assume now that (5.99) holds for some $c>0$. We follow step by step the proof of the second part in Theorem 5.23 in which $r_{0}=0$. This concludes the proof.

From Theorem 5.24 we deduce:

Corollary 5.25 Let $p, q>0$ and $\alpha, \beta$ be real numbers. Then the system

$$
\begin{cases}-\Delta u=|x|^{\alpha} v^{-p}, u>0 & \text { in } \mathbb{R}^{N} \backslash\{0\}, \\ -\Delta v=|x|^{\beta} u^{-q}, v>0 & \text { in } \mathbb{R}^{N} \backslash\{0\},\end{cases}
$$

has solutions if and only if $\alpha, \beta<-2$ and

$$
N+\alpha+p(N-2)>0, N+\beta+p(N-2)>0 .
$$

Corollary 5.26 Let $p, q>0$ and $\alpha, \beta$ be real numbers. Then the system

$$
\begin{cases}-\Delta u=|x|^{\alpha} e^{v^{-p}}, u>0 & \text { in } \mathbb{R}^{N} \backslash\{0\} \\ -\Delta v=|x|^{\beta} e^{u^{-q}}, v>0 & \text { in } \mathbb{R}^{N} \backslash\{0\}\end{cases}
$$

has solutions if and only if $-2>\alpha, \beta>-N$.

Corollary 5.27 Let $p, q>0$ and $\alpha, \beta$ be real numbers. Then the system

$$
\begin{cases}-\Delta u=\left(|x|^{\alpha}+v\right)^{-p}, u>0 & \\ \text { in } \mathbb{R}^{N} \backslash\{0\}, \\ -\Delta v=\left(|x|^{\beta}+u\right)^{-q}, v>0 & \\ \text { in } \mathbb{R}^{N} \backslash\{0\},\end{cases}
$$

has solutions if and only if

$$
\alpha>\frac{2}{p}, \quad \beta>\frac{2}{q} .
$$

# Chapter 6 <br> Two Quasilinear Elliptic Problems 

Science never solves a problem without creating ten more.

George Bernard Shaw (1856-1950)

### 6.1 A Degenerate Elliptic Problem with Lack of Compactness

### 6.1.1 Introduction

In the last few decades, many researchers have been concerned with the study of degenerate elliptic problems. We start with the following example

$$
\begin{cases}\operatorname{div}(a(x) \nabla u)+f(u)=0 & \text { in } \Omega  \tag{6.1}\\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is an arbitrary domain in $\mathbb{R}^{N}(N \geq 1)$, and $a$ is a nonnegative function that may have "essential" zeros at some points or even may be unbounded. The continuous function $f$ satisfies $f(0)=0$ and $t f(t)$ behaves like $|t|^{p}$ as $|t| \rightarrow \infty$, with $2<p<2^{*}$, where $2^{*}$ denotes the critical Sobolev exponent. Notice that equations of this type come from the consideration of standing waves in anisotropic Schrödinger equations (see [34, 117, 181, 185, 200]). Equations like (6.1) are also introduced as models for several physical phenomena related to equilibrium of anisotropic media which possibly are somewhere "perfect" insulators or "perfect" conductors (see [57], p. 79). Problem (6.1) has also some interest in the framework of optimization and $G$-convergence (see, e.g., [78] and the references therein).

Classical results (see $[7,168]$ ) ensure the existence and the multiplicity of positive or nodal solutions for problem (6.1), provided that the differential operator $T u:=\operatorname{div}(a(x) \nabla u)$ is uniformly elliptic. Several difficulties occur both in the degenerate case (if $\inf _{\Omega} a=0$ ) and in the singular case (if $\sup _{\Omega} a=+\infty$ ). In these situations the classical methods fail to be applied directly so that the existence and the multiplicity results (which hold in the nondegenerate case) may become a delicate matter that is closely related to some phenomena due to the degenerate character of the differential equation. These problems have been intensively studied starting with the pioneering paper by Murthy and Stampacchia [145] (see also [41,71, 156], as well as the monograph [186]).

A natural question that arises in concrete applications is to see what happens if these elliptic (degenerate or nondegenerate) problems are affected by a certain perturbation. It is worth pointing out here that the idea of using perturbation methods in the treatment of nonlinear boundary value problems was introduced by Struwe [187].

Our aim in this chapter is to study the following degenerate perturbed problem

$$
\begin{equation*}
-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=K(x)|x|^{-b p}|u|^{p-2} u+\lambda g(x) \quad \text { in } \mathbb{R}^{N}, \tag{6.2}
\end{equation*}
$$

where
(i) if $N \geq 3:-\infty<a<\frac{N-2}{2}, a<b<a+1$ and $p=\frac{2 N}{N-2+2(b-a)}$.
(ii) if $N=2:-\infty<a<0, a<b<a+1$ and $p=\frac{2}{b-a}$,
(iii) if $N=1:-\infty<a<-\frac{1}{2}, a+\frac{1}{2}<b<a+1$ and $p=\frac{2}{-1+2(b-a)}$.

Equation (6.2) contains the critical Caffarelli-Kohn-Nirenberg exponent $p$ (see Appendix A) defined as in (3.108). In this critical case, some concentration phenomena may occur, due to the action of the noncompact group of dilations in $\mathbb{R}^{N}$. The lack of compactness of problem (6.2) is also given by the fact that we are looking for entire solutions, that is, solutions defined on the whole space.

The reason for which we choose the parameters $a, b$, and $p$ in the above range has to do with the Caffarelli-Kohn-Nirenberg inequality (see Appendix A):

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}}|x|^{-b p}|u|^{p} d x\right)^{1 / p} \leq C_{a, b}\left(\int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x\right)^{1 / 2} \tag{6.3}
\end{equation*}
$$

for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. We point out that the inequality (6.3) also holds true for $b=a+1$ (if $N \geq 1$ ) and $b=a\left(\right.$ if $N \geq 3$ ) but, in these cases, the best embedding constant $C_{a, b}$ in (6.3) is never achieved (see [36] for details).

Throughout this chapter, the function $K$ is assumed to fulfill:
(K1) $\quad K \in L^{\infty}\left(\mathbb{R}^{N}\right)$,
(K2) $\quad \operatorname{esslim}_{|x| \rightarrow 0} K(x)=\operatorname{esslim}_{|x| \rightarrow \infty} K(x)=K_{0} \in(0, \infty)$ and $K(x) \geq K_{0}$ a.e. in $\mathbb{R}^{N}$,
(K3) $\operatorname{meas}\left(\left\{x \in \mathbb{R}^{N}: K(x)>K_{0}\right\}\right)>0$.
The Palais-Smale condition (PS) plays a central role when variational methods are applied in the study of problem (6.2). In this chapter, we establish the existence and the multiplicity of nontrivial solutions of (6.2) with $\lambda>0$ sufficiently small, in a case where the (PS) condition is not assumed even for $\lambda=0$. More precisely, we will show that there exists at least two weak solutions of (6.2) for $g \neq 0$ in an appropriate weighted Sobolev space and $\lambda>0$ small enough. Our proof relies on Ekeland's variational principle and on the mountain pass theorem without the Palais-Smale condition (in the sense of Brezis and Nirenberg, see [29]), combined with a weighted variant of the Brezis-Lieb lemma.

The natural functional space to study problem (6.2) is $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, defined as the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the norm

$$
\begin{equation*}
\|u\|=\left(\int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x\right)^{1 / 2} \tag{6.4}
\end{equation*}
$$

It turns out that $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ is a Hilbert space with respect to the inner product

$$
\langle u, v\rangle=\int_{\mathbb{R}^{N}}|x|^{-2 a} \nabla u \cdot \nabla v d x, \quad \forall u, v \in H_{a}^{1}\left(\mathbb{R}^{N}\right)
$$

It follows that (6.3) holds for all $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Also we have

$$
\begin{equation*}
H_{a}^{1}\left(\mathbb{R}^{N}\right)=\overline{C_{0}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)}\|\cdot\| \tag{6.5}
\end{equation*}
$$

where $\|\cdot\|$ is given by (6.4). Let $\|\cdot\|_{-1}$ denote the norm in the dual space $H_{a}^{-1}\left(\mathbb{R}^{N}\right)$ of $H_{a}^{1}\left(\mathbb{R}^{N}\right)$.

Throughout this chapter we suppose that $g \in H_{a}^{-1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$.

For an arbitrary open set $\Omega \subset \mathbb{R}^{N}$, let $L_{b}^{p}(\Omega)$ be the space of all measurable real functions $u$ defined on $\Omega$ such that $\int_{\Omega}|x|^{-b p}|u|^{p} d x$ is finite. By (6.3) it follows that the weighted Sobolev space $H_{a}^{1}(\Omega)$ is continuously embedded in $L_{b}^{p}(\Omega)$.

Definition 6.1 We say that a function $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ is a weak solution of problem (6.2) if

$$
\int_{\mathbb{R}^{N}}|x|^{-2 a} \nabla u \cdot \nabla v d x-\int_{\mathbb{R}^{N}} K(x)|x|^{-b p}|u|^{p-2} u v d x-\lambda \int_{\mathbb{R}^{N}} g(x) v d x=0
$$

for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$.
Obviously, the solutions of problem (6.2) correspond to critical points of the energy functional

$$
J_{\lambda}(u)=\frac{1}{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x-\frac{1}{p} \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}|u|^{p} d x-\lambda \int_{\mathbb{R}^{N}} g(x) u d x,
$$

where $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$.
Our main result is the following.
Theorem 6.2 Suppose that assumptions (K1), (K2), (K3) are fulfilled and fix $g \in$ $H_{a}^{-1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$. Then there exists $\lambda_{0}>0$ such that for all $\lambda \in\left(0, \lambda_{0}\right)$, problem (6.2) has at least two weak solutions.

Since the embedding $H_{a}^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L_{b}^{p}\left(\mathbb{R}^{N}\right)$ is not compact, the energy functional $J_{\lambda}$ fails to satisfy the (PS) condition. Such a failure brings about difficulty in applying a variational approach to (6.2). Furthermore, since $g \not \equiv 0$, then 0 is no longer a trivial solution of problem (6.2) and, therefore, the mountain pass theorem cannot be applied directly. We obtain the first solution by applying Ekeland's variational principle. Then, the mountain pass theorem without the Palais-Smale condition yields a bounded Palais-Smale sequence whose weak limit is a critical point of $J_{\lambda}$. The proof is concluded by showing that these two solutions are distinct because they realize different energy levels.

### 6.1.2 Auxiliary Results

Define the functionals $J_{0}, I: H_{a}^{1}\left(\mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
J_{0}(u) & =\frac{1}{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x-\frac{1}{p} \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}|u|^{p} d x, \\
I(u) & =\frac{1}{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x-\frac{1}{p} \int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|u|^{p} d x .
\end{aligned}
$$

The Caffarelli-Kohn-Nirenberg inequality (6.3) and the conditions $(K 1),(K 2)$ imply that the functionals $J_{\lambda}, J_{0}$, and $I$ are well defined and $J_{\lambda}, J_{0}, I \in C^{1}\left(H_{a}^{1}\left(\mathbb{R}^{N}\right), \mathbb{R}\right)$.

Remark 23 If $\Omega \subset \mathbb{R}^{N}$ is a smooth bounded set such that $0 \notin \bar{\Omega}$ then, by the Sobolev inequality, we have

$$
\begin{aligned}
\left(\int_{\Omega}|x|^{-b p}|u|^{p} d x\right)^{1 / p} & \leq C_{1}\left(\int_{\Omega}|u|^{p} d x\right)^{1 / p} \\
& \leq C_{2}\left(\int_{\Omega}|\nabla u|^{2} d x\right)^{1 / 2} \\
& \leq C_{3}\left(\int_{\Omega}|x|^{-2 a}|\nabla u|^{2} d x\right)^{1 / 2}
\end{aligned}
$$

for all $u \in H_{a}^{1}(\Omega)$. It follows that $H_{a}^{1}(\Omega)$ is compactly embedded in $L_{b}^{p}(\Omega)$.
Remark 23 implies that if $\left\{u_{n}\right\}$ is a sequence that converges weakly to some $u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ then $\left\{u_{n}\right\}$ is bounded in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Therefore, we can assume (up to a subsequence) that

$$
\begin{equation*}
u_{n} \rightarrow u_{0} \text { in } L_{b, \text { loc }}^{p}\left(\mathbb{R}^{N} \backslash\{0\}\right) \quad \text { and } \quad u_{n} \rightarrow u_{0} \text { a.e. in } \mathbb{R}^{N} . \tag{6.6}
\end{equation*}
$$

Definition 6.3 Let $X$ be a Banach space, $F: X \rightarrow \mathbb{R}$ be a $C^{1}$-functional and $c$ be a real number. A sequence $\left\{u_{n}\right\} \subset X$ is called $a(P S)_{c}$ sequence of $F$ if $F\left(u_{n}\right) \rightarrow c$ and $\left\|F^{\prime}\left(u_{n}\right)\right\|_{X^{*}} \rightarrow 0$.

Our first result shows that if a $(P S)_{c}$ sequence of $J_{\lambda}$ is weakly convergent then its limit is a solution of problem (6.2).

Lemma 6.4 Let $\left\{u_{n}\right\} \subset H_{a}^{1}\left(\mathbb{R}^{N}\right)$ be a $(P S)_{c}$ sequence of $J_{\lambda}$ for some $c \in \mathbb{R}$. Suppose that $\left\{u_{n}\right\}$ converges weakly to some $u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Then $u_{0}$ is a solution of problem (6.2).

Proof. Let $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ be an arbitrary function and set $\Omega:=\operatorname{supp} \phi$. Since $J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H_{a}^{-1}\left(\mathbb{R}^{N}\right)$ we obtain $\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), \phi\right\rangle \rightarrow 0$ as $n \rightarrow \infty$, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\Omega}|x|^{-2 a} \nabla u_{n} \cdot \nabla \phi d x-\int_{\Omega} K(x)|x|^{-b p}\left|u_{n}\right|^{p-2} u_{n} \phi d x-\lambda \int_{\Omega} g(x) \phi d x\right)=0 \tag{6.7}
\end{equation*}
$$

Since $u_{n} \rightharpoonup u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, it follows that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega}|x|^{-2 a} \nabla u_{n} \cdot \nabla \phi d x=\int_{\Omega}|x|^{-2 a} \nabla u_{0} \cdot \nabla \phi d x \tag{6.8}
\end{equation*}
$$

The boundedness of $\left\{u_{n}\right\}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ and the Caffarelli-Kohn-Nirenberg inequality imply that $\left\{\left|u_{n}\right|^{p-2} u_{n}\right\}$ is bounded in $L_{b}^{p / p-1}\left(\mathbb{R}^{N}\right)$. Since $\left|u_{n}\right|^{p-2} u_{n} \rightarrow$ $\left|u_{0}\right|^{p-2} u_{0}$ a.e. in $\mathbb{R}^{N}$ (which is a consequence of (6.6)), we deduce that $\left|u_{0}\right|^{p-2} u_{0}$ is the weak limit in $L_{b}^{p / p-1}\left(\mathbb{R}^{N}\right)$ of the sequence $\left\{\left|u_{n}\right|^{p-2} u_{n}\right\}$. Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\Omega} K(x)|x|^{-b p}\left|u_{n}\right|^{p-2} u_{n} \phi d x=\int_{\Omega} K(x)|x|^{-b p}\left|u_{0}\right|^{p-2} u_{0} \phi d x . \tag{6.9}
\end{equation*}
$$

Consequently, relations (6.7), (6.8), and (6.9) yield

$$
\int_{\Omega}|x|^{-2 a} \nabla u_{0} \cdot \nabla \phi d x-\int_{\Omega} K(x)|x|^{-b p}\left|u_{0}\right|^{p-2} u_{0} \phi d x-\lambda \int_{\Omega} g(x) \phi d x=0 .
$$

By virtue of (6.5) we deduce that the above equality holds for all $\phi \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ which means that $J_{\lambda}^{\prime}\left(u_{0}\right)=0$. The proof of our lemma is now complete.

The next result is a weighted variant of the Brezis-Lieb lemma (see [27]).
Lemma 6.5 Let $\left\{u_{n}\right\}$ be a sequence which is weakly convergent to $u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Then

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x=\int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x .
$$

Proof. Using the boundedness of $\left\{u_{n}\right\}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ and the Caffarelli-KohnNirenberg inequality, it follows that the sequence $\left\{u_{n}\right\}$ is bounded in $L_{b}^{p}\left(\mathbb{R}^{N}\right)$. Let $\varepsilon>0$ be a positive real number. By (K1) and (K2), we can choose $R_{\varepsilon}>r_{\varepsilon}>0$ such that

$$
\begin{equation*}
\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x<\varepsilon \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{|x|>R_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x<\varepsilon . \tag{6.11}
\end{equation*}
$$

Denote $\Omega_{\varepsilon}:=\overline{B\left(0, R_{\varepsilon}\right)} \backslash B\left(0, r_{\varepsilon}\right)$. We have

$$
\begin{aligned}
& \left.\left|\int_{\mathbb{R}^{N}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{0}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid \\
& \quad \leq\left.\left.\left|\int_{\Omega_{\varepsilon}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{0}\right|^{p}\right) d x\left|+\int_{\Omega_{\varepsilon}} K(x)\right| x\right|^{-b p}\left|u_{n}-u_{0}\right|^{p} d x \\
& \quad+\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x+\left.\left|\int_{|x|<r_{\varepsilon}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid \\
& \quad+\int_{|x|>R_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x+\left.\left|\int_{|x|>R_{\varepsilon}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid .
\end{aligned}
$$

By the Lagrange mean value theorem we have

$$
\begin{align*}
\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p} & \left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x  \tag{6.12}\\
& =p \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|\theta u_{0}+\left(u_{n}-u_{0}\right)\right|^{p-1}\left|u_{0}\right| d x
\end{align*}
$$

where $0<\theta(x)<1$. Next, we employ the following elementary inequality: for all $s>0$ there exists a constant $c=c(s)$ such that

$$
(x+y)^{s} \leq c\left(x^{s}+y^{s}\right), \quad \text { for any } x, y \in(0, \infty)
$$

Then, by Hölder's inequality and relation (6.10) we deduce that

$$
\begin{aligned}
& \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|\theta u_{0}+\left(u_{n}-u_{0}\right)\right|^{p-1}\left|u_{0}\right| d x \\
& \leq c \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left(\left|u_{0}\right|^{p}+\left|u_{n}-u_{0}\right|^{p-1}\left|u_{0}\right|\right) d x \\
&= c \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x+c \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{n}-u_{0}\right|^{p-1}\left|u_{0}\right| d x \\
& \leq c \varepsilon+c\left(\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{n}-u_{0}\right|^{p} d x\right)^{(p-1) / p} \\
& \times\left(\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x\right)^{1 / p} \\
& \leq c_{1}\left(\varepsilon+\varepsilon^{1 / p}\right)
\end{aligned}
$$

where the constant $c_{1}$ is independent of $n$ and $\varepsilon$. Using relation (6.12) we have

$$
\begin{align*}
\int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x+\mid & \int_{|x|<r_{\varepsilon}} K(x)|x|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid  \tag{6.13}\\
& \leq p \tilde{c}_{1}\left(\varepsilon+\varepsilon^{1 / p}\right)
\end{align*}
$$

In a similar manner we obtain

$$
\begin{align*}
& \int_{|x|>R_{\varepsilon}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x+\left.\left|\int_{|x|>R_{\varepsilon}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid  \tag{6.14}\\
& \leq p \tilde{c}_{2}\left(\varepsilon+\varepsilon^{1 / p}\right) .
\end{align*}
$$

Since $u_{n} \rightharpoonup u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, relation (6.6) yields

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \int_{\Omega_{\varepsilon}} K(x)|x|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{0}\right|^{p}\right) d x=0 \\
& \lim _{n \rightarrow \infty} \int_{\Omega_{\varepsilon}} K(x)|x|^{-b p}\left|u_{n}-u_{0}\right|^{p} d x=0 \tag{6.15}
\end{align*}
$$

Now, by (6.13), (6.14), and (6.15) we find

$$
\left.\underset{n \rightarrow \infty}{\limsup }\left|\int_{\mathbb{R}^{N}} K(x)\right| x\right|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{0}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x \mid \leq(p C+1)\left(\varepsilon+\varepsilon^{1 / p}\right)
$$

Since $\varepsilon>0$ is arbitrary, it follows that

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left(\left|u_{n}\right|^{p}-\left|u_{n}-u_{0}\right|^{p}\right) d x=\int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x
$$

This concludes the proof.
Lemma 6.6 Let $\left\{v_{n}\right\}$ be a sequence which converges weakly to 0 in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Then the following properties hold true

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left[J_{\lambda}\left(v_{n}\right)-I\left(v_{n}\right)\right]=0, \\
\lim _{n \rightarrow \infty}\left[\left\langle J_{\lambda}^{\prime}\left(v_{n}\right), v_{n}\right\rangle-\left\langle I^{\prime}\left(v_{n}\right), v_{n}\right\rangle\right]=0 .
\end{gathered}
$$

Proof. A straightforward computation yields

$$
\begin{aligned}
J_{\lambda}\left(v_{n}\right) & =I\left(v_{n}\right)-\frac{1}{p} \int_{\mathbb{R}^{N}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x-\lambda \int_{\mathbb{R}^{N}} g(x) v_{n} d x, \\
\left\langle J_{\lambda}^{\prime}\left(v_{n}\right), v_{n}\right\rangle & =\left\langle I^{\prime}\left(v_{n}\right), v_{n}\right\rangle-\int_{\mathbb{R}^{N}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x-\lambda \int_{\mathbb{R}^{N^{N}}} g(x) v_{n} d x .
\end{aligned}
$$

Since $v_{n} \rightharpoonup 0$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, it follows from the above equalities that it suffices to prove that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x=0 \tag{6.16}
\end{equation*}
$$

Fix $\varepsilon>0$. By our assumptions (K1) and (K2), there exists $R_{\varepsilon}>r_{\varepsilon}>0$ such that

$$
\left|K(x)-K_{0}\right|=K(x)-K_{0}<\varepsilon \quad \text { for a.e. } \quad x \in \mathbb{R}^{N} \backslash \Omega_{\varepsilon}
$$

where $\Omega_{\varepsilon}=\overline{B\left(0, R_{\varepsilon}\right)} \backslash B\left(0, r_{\varepsilon}\right)$. Next, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x \\
&=\int_{\mathbb{R}^{N} \backslash \Omega_{\varepsilon}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x+\int_{\Omega_{\varepsilon}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x \\
& \quad \leq \varepsilon \int_{\mathbb{R}^{N} \backslash \Omega_{\varepsilon}}|x|^{-b p}\left|v_{n}\right|^{p} d x+\left(\|K\|_{\infty}-K_{0}\right) \int_{\Omega_{\varepsilon}}|x|^{-b p}\left|v_{n}\right|^{p} d x \\
& \leq \varepsilon \int_{\mathbb{R}^{N}}|x|^{-b p}\left|v_{n}\right|^{p} d x+\left(\|K\|_{\infty}-K_{0}\right) \int_{\Omega_{\varepsilon}}|x|^{-b p}\left|v_{n}\right|^{p} d x .
\end{aligned}
$$

Since $v_{n} \rightharpoonup 0$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, the Caffarelli-Kohn-Nirenberg inequality implies that $\left\{v_{n}\right\}$ is bounded in $L_{b}^{p}\left(\mathbb{R}^{N}\right)$. Moreover, by (6.6), it follows that $v_{n} \rightarrow 0$ in $L_{b, \text { loc }}^{p}\left(\mathbb{R}^{N} \backslash\right.$ $\{0\})$. The above relations yield

$$
\limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(K(x)-K_{0}\right)|x|^{-b p}\left|v_{n}\right|^{p} d x \leq C \varepsilon
$$

for some constant $C>0$ independent of $n$ and $\varepsilon$. Since $\varepsilon>0$ was arbitrarily chosen, we conclude that (6.16) holds and the proof of Lemma 6.6 is now complete.

Lemma 6.7 There exists $\lambda_{1}>0$ and $R=R\left(\lambda_{1}\right)>0$ such that for all $\lambda \in\left(0, \lambda_{1}\right)$, the functional $J_{\lambda}$ admits a $(P S)_{c_{0, \lambda}}$ sequence with $c_{0, \lambda}=c_{0, \lambda}(R)=\inf _{u \in \bar{B}_{R}} J_{\lambda}(u)$. Moreover, $c_{0, \lambda}$ is achieved by some $u_{0} \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ with $J_{\lambda}^{\prime}\left(u_{0}\right)=0$.

Proof. Fix $\lambda \in(0,1)$. For all $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$, the assumption $\left(K_{1}\right)$ and the Caffarelli-Kohn-Nirenberg inequality imply

$$
\begin{aligned}
J_{\lambda}(u) & =\frac{1}{2}\|u\|^{2}-\frac{1}{p} \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}|u|^{p} d x-\lambda \int_{\mathbb{R}^{N}} g(x) u d x \\
& \geq \frac{1}{2}\|u\|^{2}-\frac{\|K\|_{\infty}}{p} C_{a, b}^{p}\|u\|^{p}-\lambda\|g\|_{-1}\|u\| .
\end{aligned}
$$

We now apply the inequality $\alpha \beta \leq \frac{\alpha^{2}+\beta^{2}}{2}$, for any $\alpha, \beta \geq 0$. Hence

$$
\begin{equation*}
J_{\lambda}(u) \geq \frac{1-\lambda}{2}\|u\|^{2}-\frac{\|K\|_{\infty}}{p} C_{a, b}^{p}\|u\|^{p}-\frac{\lambda}{2}\|g\|_{-1}^{2} \tag{6.17}
\end{equation*}
$$

Since $p>2$ and the right-hand side of (6.17) is a decreasing function on $\lambda$, we find $\lambda_{1}>0$ and $R=R\left(\lambda_{1}\right)>0, \delta=\delta\left(\lambda_{1}\right)>0$ such that

$$
\begin{equation*}
J_{\lambda}(u) \geq-\frac{\lambda}{2}\|g\|_{-1}^{2}, \quad \text { for all } u \in \bar{B}_{R} \text { and } \lambda \in\left(0, \lambda_{1}\right) \tag{6.18}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\lambda}(u) \geq \delta>0, \quad \text { for all } u \in \partial B_{R} \text { and } \lambda \in\left(0, \lambda_{1}\right) \tag{6.19}
\end{equation*}
$$

For instance, we can take

$$
\lambda_{1}:=\min \left\{\frac{1}{2}, \frac{1}{2\|g\|_{-1}^{2}}\left(\frac{1}{2}-\frac{1}{p}\right) r_{0}^{2}\right\}, \quad r_{0}:=\left[\frac{1}{2\|K\|_{\infty} C_{a, b}^{p}}\right]^{1 /(p-2)}
$$

and

$$
R:=\left[\frac{1-\lambda_{1}}{\|K\|_{\infty} C_{a, b}^{p}}\right]^{1 /(p-2)}, \quad \delta\left(\lambda_{1}\right):=\frac{\lambda_{1}}{2}\|g\|_{-1}^{2}
$$

Using now the estimate (6.17), we easily deduce (6.18) and (6.19).
Next, we define $c_{0, \lambda}:=c_{0, \lambda}(R)=\inf \left\{J_{\lambda}(u): u \in \bar{B}_{R}\right\}$. We first note that $c_{0, \lambda} \leq$ $J_{\lambda}(0)=0$. The set $\bar{B}_{R}$ becomes a complete metric space with respect to the distance

$$
\operatorname{dist}(u, v):=\|u-v\|, \quad \text { for any } u, v \in \bar{B}_{R} .
$$

The functional $J_{\lambda}$ is lower semicontinuous and bounded from below on $\bar{B}_{R}$. Then, by Ekeland's variational principle, for any positive integer $n$ there exists $u_{n}$ such that

$$
\begin{equation*}
c_{0, \lambda} \leq J_{\lambda}\left(u_{n}\right) \leq c_{0, \lambda}+\frac{1}{n} \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\lambda}(w) \geq J_{\lambda}\left(u_{n}\right)-\frac{1}{n}\left\|u_{n}-w\right\|, \quad \text { for all } w \in \bar{B}_{R} . \tag{6.21}
\end{equation*}
$$

We first show that $\left\|u_{n}\right\|<R$ for $n$ large enough. Indeed, if not, then $\left\|u_{n}\right\|=R$ for infinitely many $n$, and so (up to a subsequence) we can assume that $\left\|u_{n}\right\|=R$ for all $n \geq 1$. It follows that $J_{\lambda}\left(u_{n}\right) \geq \delta>0$. Using (6.20) and letting $n \rightarrow \infty$, we have $0 \geq c_{0, \lambda} \geq \delta>0$, which is a contradiction.

We now claim that $J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H_{a}^{-1}\left(\mathbb{R}^{N}\right)$. Fix $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ with $\|u\|=1$ and let $w_{n}=u_{n}+t u$. For some fixed $n$, we have $\left\|w_{n}\right\| \leq\left\|u_{n}\right\|+t<R$ if $t>0$ is small enough. Then relation (6.21) yields

$$
J_{\lambda}\left(u_{n}+t u\right) \geq J_{\lambda}\left(u_{n}\right)-\frac{t}{n}\|u\|,
$$

that is,

$$
\frac{J_{\lambda}\left(u_{n}+t u\right)-J_{\lambda}\left(u_{n}\right)}{t} \geq-\frac{1}{n}\|u\|=-\frac{1}{n} .
$$

Letting $t \searrow 0$ it follows that $\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u\right\rangle \geq-\frac{1}{n}$. Arguing in a similar way for $t \nearrow 0$, we obtain $\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u\right\rangle \leq \frac{1}{n}$. Since $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ with $\|u\|=1$ has been arbitrarily chosen, we have

$$
\left\|J_{\lambda}^{\prime}\left(u_{n}\right)\right\|=\sup _{u \in H_{a}^{1}\left(\mathbb{R}^{N}\right),\|u\|=1}\left|\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u\right\rangle\right| \leq \frac{1}{n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

We have proved the existence of a $(P S)_{c_{0, \lambda}}$ sequence, that is, a sequence $\left\{u_{n}\right\} \subset$ $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ with

$$
\begin{equation*}
J_{\lambda}\left(u_{n}\right) \rightarrow c_{0, \lambda} \quad \text { and } \quad J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0 \text { in } H_{a}^{1}\left(\mathbb{R}^{N}\right) \tag{6.22}
\end{equation*}
$$

Since $\left\|u_{n}\right\| \leq R$, it follows that $\left\{u_{n}\right\}$ converges weakly (up to a subsequence) in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ to some $u_{0}$. Moreover, relations (6.6) and (6.22) yield

$$
\begin{equation*}
u_{n} \rightharpoonup u_{0} \quad \text { in } H_{a}^{1}\left(\mathbb{R}^{N}\right), \quad u_{n} \rightarrow u_{0} \quad \text { a.e. in } \mathbb{R}^{N} \tag{6.23}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\lambda}^{\prime}\left(u_{0}\right)=0 \tag{6.24}
\end{equation*}
$$

Next, we prove that $J_{\lambda}\left(u_{0}\right)=c_{0, \lambda}$. Indeed, using relations (6.22) and (6.23) we have

$$
\begin{aligned}
o(1) & =\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& =\int_{\mathbb{R}^{N}}|x|^{-2 a}\left|\nabla u_{n}\right|^{2} d x-\int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{n}\right|^{p} d x-\lambda \int_{\mathbb{R}^{N}} g(x) u_{n} d x .
\end{aligned}
$$

Therefore

$$
J_{\lambda}\left(u_{n}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{n}\right|^{p} d x-\frac{\lambda}{2} \int_{\mathbb{R}^{N}} g(x) u_{n} d x+o(1)
$$

Hence

$$
J_{\lambda}\left(u_{0}\right)=\left(\frac{1}{2}-\frac{1}{p}\right) \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x-\frac{\lambda}{2} \int_{\mathbb{R}^{N}} g(x) u_{0} d x+o(1)
$$

Fatou's lemma and relations (6.22), (6.23), (6.24) imply

$$
\begin{aligned}
c_{0, \lambda} & =\liminf _{n \rightarrow \infty} J_{\lambda}\left(u_{n}\right) \\
& \geq\left(\frac{1}{2}-\frac{1}{p}\right) \int_{\mathbb{R}^{N}} K(x)|x|^{-b p}\left|u_{0}\right|^{p} d x-\frac{\lambda}{2} \int_{\mathbb{R}^{N}} g(x) u_{0} d x \\
& =J_{\lambda}\left(u_{0}\right) .
\end{aligned}
$$

Thus, $c_{0, \lambda} \geq J_{\lambda}\left(u_{0}\right)$. On the other hand, since $u_{0} \in \bar{B}_{R}$, we deduce that $J_{\lambda}\left(u_{0}\right) \geq c_{0, \lambda}$, so $J_{\lambda}\left(u_{0}\right)=c_{0, \lambda}$. This concludes the proof of Lemma 6.7.

### 6.1.3 Proof of the Main Result

## Define

$$
\mathscr{S}:=\left\{u \in H_{a}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}:\left\langle I^{\prime}(u), u\right\rangle=0\right\} .
$$

We claim that $\mathscr{S} \neq \emptyset$. For this purpose we fix $u \in H_{a}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ and set, for any $\lambda>0$,

$$
\Psi(\lambda)=\left\langle I^{\prime}(\lambda u), \lambda u\right\rangle=\lambda^{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla u|^{2} d x-\lambda^{p} \int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|u|^{p} d x
$$

Since $p>2$, it follows that $\Psi(\lambda)<0$ for $\lambda$ large enough and $\Psi(\lambda)>0$ for $\lambda$ sufficiently close to the origin. So, there exists $\lambda>0$ such that $\Psi(\lambda)=0$, that is, $\lambda u \in \mathscr{S}$.

Proposition 6.8 Let $I_{\infty}:=\inf \{I(u): u \in \mathscr{S}\}$. Then there exists $\bar{u} \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
I_{\infty}=I(\bar{u})=\sup _{t \geq 0} I(t \bar{u}) . \tag{6.25}
\end{equation*}
$$

Proof. For some fixed $\phi \in H_{a}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}$ denote

$$
f(t)=I(t \phi)=\frac{t^{2}}{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla \phi|^{2} d x-\frac{K_{0}}{p} t^{p} \int_{\mathbb{R}^{N}}|x|^{-b p}|\phi|^{p} d x .
$$

We have

$$
f^{\prime}(t)=t \int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla \phi|^{2} d x-K_{0} t^{p-1} \int_{\mathbb{R}^{N}}|x|^{-b p}|\phi|^{p} d x .
$$

Then $f$ attains its maximum at

$$
t_{0}=t_{0}(\phi):=\left\{\frac{\int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla \phi|^{2} d x}{\int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|\phi|^{p} d x}\right\}^{1 /(p-2)}
$$

Hence

$$
f\left(t_{0}\right)=I\left(t_{0} \phi\right)=\sup _{t \geq 0} I(t \phi)=\left(\frac{1}{2}-\frac{1}{p}\right)\left\{\frac{\int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla \phi|^{2} d x}{\left(\int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|\phi|^{p} d x\right)^{2 / p}}\right\}^{p /(p-2)}
$$

It follows that

$$
\begin{equation*}
\inf _{\phi \in H_{0}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \sup _{t \geq 0} I(t \phi)=\left(\frac{1}{2}-\frac{1}{p}\right)[S(a, b)]^{p /(p-2)}, \tag{6.26}
\end{equation*}
$$

where

$$
\begin{equation*}
S(a, b)=\inf _{\phi \in H_{0}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}}\left\{\frac{\int_{\mathbb{R}^{N}}|x|^{-2 a}|\nabla \phi|^{2} d x}{\left(\int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|\phi|^{p} d x\right)^{2 / p}}\right\} \tag{6.27}
\end{equation*}
$$

We now easily observe that for every $u \in \mathscr{S}$ we have $t_{0}(u)=1$. So, by (6.26), it follows that

$$
\begin{equation*}
I(u)=\sup _{t \geq 0} I(t u), \quad \text { for all } u \in \mathscr{S} \tag{6.28}
\end{equation*}
$$

By Remark A. 1 in Appendix A, the infimum in (6.27) is achieved by a function $U \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ such that $\int_{\mathbb{R}^{N}} K_{0}|x|^{-b p}|U|^{p} d x=1$. Letting $\bar{u}=[S(a, b)]^{1 /(p-2)} U$, we see that $\bar{u} \in \mathscr{S}$ and

$$
\begin{equation*}
I(\bar{u})=\left(\frac{1}{2}-\frac{1}{p}\right)[S(a, b)]^{p /(p-2)} . \tag{6.29}
\end{equation*}
$$

Relations (6.28) and (6.29) yield

$$
\begin{aligned}
I_{\infty} & =\inf _{u \in \mathscr{S}} I(u) \\
& =\inf _{u \in \mathscr{S}} \sup I(t u) \\
& \geq \inf _{u \in H_{0}^{1}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \sup _{t \geq 0} I(t u) \\
& =\left(\frac{1}{2}-\frac{1}{p}\right)[S(a, b)]^{p /(p-2)}=I(\bar{u}),
\end{aligned}
$$

which concludes our proof.

Proposition 6.9 Assume that $\left\{u_{n}\right\}$ is a $(P S)_{c}$ sequence of $J_{\lambda}$ which is weakly convergent in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ to some $u_{0}$. Then the following alternative holds: either $\left\{u_{n}\right\}$ converges strongly in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, or $c \geq J_{\lambda}\left(u_{0}\right)+I_{\infty}$.

Proof. Since $\left\{u_{n}\right\}$ is a $(P S)_{c}$ sequence and $u_{n} \rightharpoonup u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ we have

$$
\begin{equation*}
J_{\lambda}\left(u_{n}\right)=c+o(1) \quad \text { and } \quad\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u_{n}\right\rangle=o(1) \tag{6.30}
\end{equation*}
$$

Denote $v_{n}=u_{n}-u_{0}$. It follows that $v_{n} \rightharpoonup 0$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ which implies

$$
\begin{gathered}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}|x|^{-2 a} \nabla v_{n} \cdot \nabla u_{0} d x=0 \\
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} g(x) v_{n} d x=0
\end{gathered}
$$

The above relations imply

$$
\begin{align*}
\left\|u_{n}\right\|^{2} & =\left\|u_{0}\right\|^{2}+\left\|v_{n}\right\|^{2}+o(1)  \tag{6.31}\\
J_{\lambda}\left(v_{n}\right) & =J_{0}\left(v_{n}\right)+o(1)
\end{align*}
$$

Using Lemmas 6.4 to 6.6 and relations (6.30), (6.31) we deduce that

$$
\begin{align*}
& o(1)+c=J_{\lambda}\left(u_{n}\right)=J_{\lambda}\left(u_{0}\right)+J_{\lambda}\left(v_{n}\right)+o(1)=J_{\lambda}\left(u_{0}\right)+I\left(v_{n}\right)+o(1)  \tag{6.32}\\
& \qquad \begin{aligned}
o(1) & =\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& =\left\langle J_{\lambda}^{\prime}\left(u_{0}\right), u_{0}\right\rangle+\left\langle J_{\lambda}^{\prime}\left(v_{n}\right), v_{n}\right\rangle+o(1) \\
& =\left\langle I^{\prime}\left(v_{n}\right), v_{n}\right\rangle+o(1)
\end{aligned}
\end{align*}
$$

If $v_{n} \rightarrow 0$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$ then $u_{n} \rightarrow u_{0}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. It follows that $J_{\lambda}\left(u_{0}\right)=\lim _{n \rightarrow \infty} J_{\lambda}\left(u_{n}\right)$. If the sequence $\left\{v_{n}\right\}$ does not converge strongly to 0 in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, then, since $v_{n} \rightharpoonup 0$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, we can assume (up to a subsequence) that $\left\|v_{n}\right\| \rightarrow l>0$.

By virtue of (6.32), it remains only to show that $I\left(v_{n}\right) \geq I_{\infty}+o(1)$. Taking $t>0$ we have

$$
\left\langle I^{\prime}\left(t v_{n}\right), t v_{n}\right\rangle=t^{2} \int_{\mathbb{R}^{N}}|x|^{-2 a}\left|\nabla v_{n}\right|^{2} d x-t^{p} K_{0} \int_{\mathbb{R}^{N}}|x|^{-b p}\left|v_{n}\right|^{p} d x
$$

If we prove the existence of a sequence $\left\{t_{n}\right\} \subset(0, \infty)$ with $t_{n} \rightarrow 1$ and $\left\langle I^{\prime}\left(t_{n} v_{n}\right)\right.$, $\left.t_{n} v_{n}\right\rangle=0$, then $t_{n} v_{n} \in \mathscr{S}$. This implies that

$$
\begin{aligned}
I\left(v_{n}\right) & =I\left(t_{n} v_{n}\right)+\frac{1-t_{n}^{2}}{2}\left\|v_{n}\right\|^{2}-\frac{1-t_{n}^{p}}{p} K_{0} \int_{\mathbb{R}^{N}}|x|^{-b p}\left|v_{n}\right|^{p} d x \\
& =I\left(t_{n} v_{n}\right)+o(1) \geq I_{\infty}+o(1)
\end{aligned}
$$

and the conclusion follows. For this purpose, we denote

$$
\alpha_{n}=\int_{\mathbb{R}^{N}}|x|^{-2 a}\left|\nabla v_{n}\right|^{2} d x=\left\|v_{n}\right\|^{2} \geq 0
$$

$$
\begin{gathered}
\beta_{n}=K_{0} \int_{\mathbb{R}^{N}}|x|^{-b p}\left|v_{n}\right|^{p} d x \geq 0 \\
\mu_{n}=\alpha_{n}-\beta_{n}
\end{gathered}
$$

From (6.33) it follows that $\mu_{n}=\left\langle I^{\prime}\left(v_{n}\right), v_{n}\right\rangle \rightarrow 0$ as $n \rightarrow \infty$. If $\mu_{n}=0$, then we take $t_{n}=1$. Next, we assume that $\mu_{n} \neq 0$. Let $\delta \in \mathbb{R}$ with $|\delta|>0$ sufficiently small and $t=1+\delta$. Then

$$
\begin{aligned}
\left\langle I^{\prime}\left(t v_{n}\right), t v_{n}\right\rangle & =(1+\delta)^{2} \alpha_{n}-(1+\delta)^{p} \beta_{n} \\
& =(1+\delta)^{2} \alpha_{n}-(1+\delta)^{p}\left(\alpha_{n}-\mu_{n}\right) \\
& =\alpha_{n}(2 \delta-p \delta+o(\delta))+(1+\delta)^{p} \mu_{n} \\
& =\alpha_{n}(2-p) \delta+\alpha_{n} o(\delta)+(1+\delta)^{p} \mu_{n}
\end{aligned}
$$

Since $p>2, \alpha_{n} \rightarrow l^{2}>0$ and $\mu_{n} \rightarrow 0$, for $n$ large enough we can define $\delta_{n}^{+}=$ $\frac{2\left|\mu_{n}\right|}{\alpha_{n}(p-2)}$ and $\delta_{n}^{-}=-\frac{2\left|\mu_{n}\right|}{\alpha_{n}(p-2)}$. It follows that

$$
\begin{aligned}
& \delta_{n}^{+} \searrow 0 \quad \text { and } \quad\left\langle I^{\prime}\left(\left(1+\delta_{n}^{+}\right) v_{n}\right),\left(1+\delta_{n}^{+}\right) v_{n}\right\rangle<0, \\
& \delta_{n}^{-} \nearrow 0 \quad \text { and } \quad\left\langle I^{\prime}\left(\left(1+\delta_{n}^{-}\right) v_{n}\right),\left(1+\delta_{n}^{-}\right) v_{n}\right\rangle<0 .
\end{aligned}
$$

From the above relations we deduce the existence of some $t_{n} \in\left(1+\delta_{n}^{-}, 1+\delta_{n}^{+}\right)$ such that $t_{n} \rightarrow 1$ and $\left\langle I^{\prime}\left(t_{n} v_{n}\right), t_{n} v_{n}\right\rangle=0$. This concludes the proof.

We now fix $\bar{u} \in H_{a}^{1}\left(\mathbb{R}^{N}\right)$ such that (6.25) holds. Since $p>2$, there exists $\bar{t}$ such that

$$
\begin{aligned}
& I(t \bar{u})<0, \text { for all } t>\bar{t} \\
& J_{\lambda}(t \bar{u})<0, \text { for all } t>\bar{t} \text { and } \lambda>0 .
\end{aligned}
$$

Set

$$
\begin{gather*}
\mathscr{P}:=\left\{\gamma \in C\left([0,1], H_{a}^{1}\left(\mathbb{R}^{N}\right)\right): \gamma(0)=0, \gamma(1)=\bar{t} \bar{u}\right\},  \tag{6.34}\\
c_{g}:=\inf _{\gamma \in \mathscr{P}} \sup _{u \in \gamma} J_{\lambda}(u) . \tag{6.35}
\end{gather*}
$$

Proposition 6.10 There exists $\lambda_{0}>0, R_{0}=R_{0}\left(\lambda_{0}\right)>0, \delta_{0}=\delta_{0}\left(\lambda_{0}\right)>0$ such that for all $\lambda \in\left(0, \lambda_{0}\right), J_{\lambda} \geq \delta_{0}$ on $\partial B_{R_{0}}$ and $c_{g}<c_{0, \lambda}+I_{\infty}$, where $c_{0, \lambda}:=\inf _{u \in \bar{B}_{R_{0}}} J_{\lambda}(u)$.

Proof. By our hypothesis (K3) and the definition of $I$ we can assume that

$$
J_{0}(t \bar{u})<I(t \bar{u}), \quad \text { for all } t>0
$$

An elementary computation implies the existence of some $t_{0} \in(0, \bar{t})$ such that

$$
\sup _{t \geq 0} J_{0}(t \bar{u})=J_{0}\left(t_{0} \bar{u}\right)<I\left(t_{0} \bar{u}\right) \leq \sup _{t \geq 0} I(t \bar{u})=I_{\infty}
$$

So, we can choose $\varepsilon_{0} \in(0,1)$ such that

$$
\begin{equation*}
\sup _{t \geq 0} J_{0}(t \bar{u})<I_{\infty}-\varepsilon_{0} . \tag{6.36}
\end{equation*}
$$

Set

$$
\begin{equation*}
\lambda_{0}:=\min \left\{\lambda_{1}, \frac{\varepsilon_{0}}{2 \bar{t}\|\bar{u}\|\|g\|_{-1}}, \frac{\varepsilon_{0}}{2\|g\|_{-1}^{2}}\right\} . \tag{6.37}
\end{equation*}
$$

By the above definition of $\lambda_{0}$ and applying Lemma 6.7, it follows that there exists $R_{0}=R_{0}\left(\lambda_{0}\right)>0$ such that for all $\lambda \in\left(0, \lambda_{0}\right)$ the conclusion of Lemma 6.7 holds. Moreover, by virtue of its proof, there exists $\delta_{0}=\delta\left(\lambda_{0}\right)>0$ such that $J_{\lambda} \geq \delta_{0}$ on $\partial \bar{B}_{R_{0}}$. Then relations (6.18) and (6.37) yield

$$
\begin{equation*}
c_{0, \lambda}=\inf _{u \in \bar{B}_{R_{0}}} J_{\lambda}(u) \geq-\frac{\lambda}{2}\|g\|_{-1}^{2}>-\frac{\varepsilon_{0}}{2}, \quad \text { for all } \lambda \in\left(0, \lambda_{0}\right) . \tag{6.38}
\end{equation*}
$$

Fix $u \in \gamma_{0}:=\{t \bar{t} \bar{u}: 0 \leq t \leq 1\} \in \mathscr{P}$. Then

$$
\left|J_{\lambda}(u)-J_{0}(u)\right|=\lambda\left|\int_{\mathbb{R}^{N}} g(x) u d x\right| \leq \lambda \bar{t}\|\bar{u}\|\|g\|_{-1} \leq \frac{\varepsilon_{0}}{2}, \quad \text { for all } \lambda \in\left(0, \lambda_{0}\right)
$$

Therefore

$$
\begin{equation*}
J_{\lambda}(u) \leq J_{0}(u)+\frac{\varepsilon_{0}}{2}, \quad \text { for all } \lambda \in\left(0, \lambda_{0}\right) . \tag{6.39}
\end{equation*}
$$

Using relations (6.36), (6.38) and (6.39) we obtain

$$
\begin{aligned}
c_{g} & =\inf _{\gamma \in \mathscr{P}} \sup _{u \in \gamma} J_{\lambda}(u) \leq \sup _{u \in \gamma_{0}} J_{\lambda}(u) \\
& \leq \sup _{u \in \gamma_{0}} J_{0}(u)+\frac{\varepsilon_{0}}{2} \leq \sup _{t \geq 0} J_{0}(t \bar{u})+\frac{\varepsilon_{0}}{2}<I_{\infty}-\frac{\varepsilon_{0}}{2}<I_{\infty}+c_{0, \lambda} .
\end{aligned}
$$

This completes the proof.

Proof of Theorem 6.2 continued. Consider $R_{0}>0$ and $\delta_{0}>0$ given by Proposition 6.10. In view of its proof, we deduce that for all $\lambda \in\left(0, \lambda_{0}\right)$ the conclusion of Lemma 6.7 holds. Therefore, we obtain the existence of a solution $u_{0}$ of problem (6.2) such that $J_{\lambda}\left(u_{0}\right)=c_{0, \lambda}$.

On the other hand, applying the mountain pass theorem without the Palais-Smale condition, there exists a $(P S)_{c_{g}}$ sequence $\left\{u_{n}\right\}$ of $J_{\lambda}$, that is,

$$
J_{\lambda}\left(u_{n}\right)=c_{g}+o(1) \quad \text { and } \quad J_{\lambda}^{\prime}\left(u_{n}\right) \rightarrow 0 \text { in } H_{a}^{-1}\left(\mathbb{R}^{N}\right) .
$$

Therefore

$$
\begin{aligned}
c_{g}+o(1)+\frac{1}{p}\left\|J_{\lambda}^{\prime}\left(u_{n}\right)\right\|-1\left\|u_{n}\right\| & \geq J_{\lambda}\left(u_{n}\right)-\frac{1}{p}\left\langle J_{\lambda}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& \geq\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{n}\right\|^{2}-\lambda\left(1-\frac{1}{p}\right)\|g\|_{-1}\left\|u_{n}\right\| .
\end{aligned}
$$

The above inequality shows that $\left\{u_{n}\right\}$ is bounded in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. Thus, we can assume (up to a subsequence) that $u_{n} \rightharpoonup u_{1}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$. By Lemma 6.4 it follows that $u_{1}$ is a weak solution of problem (6.2).

We claim that $u_{0} \neq u_{1}$. Indeed, by Proposition 6.9, the following alternative holds: either $u_{n} \rightarrow u_{1}$ in $H_{a}^{1}\left(\mathbb{R}^{N}\right)$, which gives

$$
J_{\lambda}\left(u_{1}\right)=\lim _{n \rightarrow \infty} J_{\lambda}\left(u_{n}\right)=c_{g}>0 \geq c_{0, \lambda}=J_{\lambda}\left(u_{0}\right)
$$

and the conclusion follows; or

$$
c_{g}=\lim _{n \rightarrow \infty} J_{\lambda}\left(u_{n}\right) \geq J_{\lambda}\left(u_{1}\right)+I_{\infty} .
$$

In the last case, if we suppose that $u_{1}=u_{0}$ then $J_{\lambda}\left(u_{1}\right)=J_{\lambda}\left(u_{0}\right)=c_{0, \lambda}$ and so $c_{g} \geq c_{0, \lambda}+I_{\infty}$, which contradicts Proposition 6.10. The proof of Theorem 6.2 is now complete.

### 6.2 A Quasilinear Elliptic Problem for $p$-Laplace Operator

Nonlinear elliptic equations with convex-concave nonlinearities in bounded domains have been studied starting with the seminal paper by Ambrosetti, Brezis and Cerami [6]. They considered the Dirichlet problem

$$
\begin{cases}-\Delta u=\lambda u^{q-1}+u^{p-1} & \text { in } \Omega  \tag{6.40}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda$ is a positive parameter, $\Omega \subset \mathbb{R}^{N}$ is a bounded domain with smooth boundary, and $1<q<2<p<2^{\star}\left(2^{\star}=2 N /(N-2)\right.$ if $N \geq 3,2^{\star}=\infty$ if $\left.N=1,2\right)$. Ambrosetti, Brezis and Cerami proved that there exists $\lambda_{0}>0$ such that problem (6.40) admits at least two solutions for all $\lambda \in\left(0, \lambda_{0}\right)$, has one solution for $\lambda=\lambda_{0}$, and no solution exists provided that $\lambda>\lambda_{0}$.

Further, Alama and Tarantello [5] studied the related Dirichlet problem with indefinite weights

$$
\begin{cases}-\Delta u-\lambda u=k(x) u^{q}-h(x) u^{p} & \text { in } \Omega  \tag{6.41}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda \in \mathbb{R}, \Omega \subset \mathbb{R}^{N}, N \geq 3$, is a bounded open set with smooth boundary, the functions $h, k \in L^{1}(\Omega)$ are nonnegative, and $1<p<q$. For $\lambda \in \mathbb{R}$ in a neighborhood of $\lambda_{1}$ (the first eigenvalue of the Laplace operator in $H_{0}^{1}(\Omega)$ ), the solvability of (6.41) (and corresponding multiplicities) is obtained under various assumptions on $h$ and $k$. So far, existence, nonexistence and multiplicity results depending on $\lambda$ and according to the integrability properties of the ratio $k^{p-1} / h^{q-1}$ are already known.

Motivated by these results, we are concerned in this section with the existence and multiplicity of solutions in the quasilinear case. More precisely, we consider the problem

$$
\begin{cases}-\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)+|u|^{m-2} u=\lambda|u|^{q-2} u-h(x)|u|^{p-2} u & \text { in } \mathbb{R}^{N} \\ u \geq 0, & \text { in } \mathbb{R}^{N},\end{cases}
$$

where $\Delta_{m} u:=\operatorname{div}\left(|\nabla u|^{m-2} \nabla u\right)$ is the standard $m$-Laplace operator, $h \in C\left(\mathbb{R}^{N}\right) \cap$ $L^{q /(q-p)}\left(\mathbb{R}^{N}\right)$ is positive, $\lambda>0$ and

$$
2 \leq m<q<p<m^{\star},
$$

with

$$
m^{\star}=\left\{\begin{array}{rc}
\frac{N m}{N-m} & \text { if } N>m \\
\infty & \text { if } N \leq m
\end{array}\right.
$$

Without altering the proof arguments below, the coefficient 1 of the dominating term $|u|^{m-2} u$ can be replaced by any function $f \in L^{\infty}\left(\mathbb{R}^{N}\right)$ with infess $\|f\|_{L^{\infty}}>0$. Hence (6.42) is the renormalized form.

In the sequel we denote by $W^{1, m}\left(\mathbb{R}^{N}\right)$ the Sobolev space equipped with the norm

$$
\|u\|_{W^{1, m}}=\left(\int_{\mathbb{R}^{N}}\left(|\nabla u|^{m}+|u|^{m}\right) d x\right)^{1 / m}
$$

For simplicity we often denote the above norm by $\|u\|$.
By $L_{r}^{p}\left(\mathbb{R}^{N}\right), 1 \leq p<\infty$, we denote the weighted Lebesgue space

$$
L_{r}^{p}\left(\mathbb{R}^{N}\right)=\left\{u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}} r(x)|u|^{p} d x<\infty\right\}, \quad r \in C\left(\mathbb{R}^{N}\right), r>0
$$

where $r(x)$ is a positive continuous function on $\mathbb{R}^{N}$, equipped with the norm

$$
\|u\|_{r, p}=\left(\int_{\mathbb{R}^{N}} r(x)|u|^{p} d x\right)^{1 / p}
$$

If $r(x) \equiv 1$ on $\mathbb{R}^{N}$, the norm is denoted by $\|\cdot\|_{p}$.
We are concerned with the existence and multiplicity of weak solutions of problem (6.42) in a subspace $E$ of $W^{1, m}\left(\mathbb{R}^{N}\right)$, which is defined by

$$
E=\left\{u \in W^{1, m}\left(\mathbb{R}^{N}\right): \int_{\mathbb{R}^{N}} h(x)|u|^{p} d x<\infty\right\}
$$

Then $E$ is a Banach space if equipped with the norm

$$
\|u\|_{E}=\left(\|u\|_{W^{1, m}}^{m}+\|u\|_{r, p}^{m}\right)^{1 / m}
$$

We define a weak solution of problem (6.42) as a function $u \in E$ with $u(x) \geq 0$ a.e. in $\mathbb{R}^{N}$, satisfying

$$
\begin{aligned}
\int_{\mathbb{R}^{N}}|\nabla u|^{m-2} \nabla u \nabla v d x+\int_{\mathbb{R}^{N}}|u|^{m-2} u v d x & -\lambda \int_{\mathbb{R}^{N}}|u|^{q-2} u v d x \\
& +\int_{\mathbb{R}^{N}} h(x)|u|^{p-2} u v d x=0,
\end{aligned}
$$

for all $v \in E$.
The main result in the present section establishes the following properties: the nonexistence of nontrivial solutions to problem (6.42) if $\lambda$ is small enough; the existence of at least two nontrivial solutions for problem (6.42) if $\lambda$ is large enough.

Theorem 6.11 Under the above hypotheses there exists $\lambda^{\star}>0$ such that
(i) if $0<\lambda<\lambda^{\star}$, then problem (6.42) does not possess any nontrivial weak solution.
(ii) if $\lambda>\lambda^{\star}$, then problem (6.42) admits at least two nontrivial weak solutions.
(iii) if $\lambda=\lambda^{\star}$, then problem (6.42) has at least one nontrivial weak solution.

Before proceeding with the proof, let us outline the main ideas:
(a) There exists $\lambda^{\star}>0$ such that problem (6.42) does not have any solution for any $\lambda<\lambda^{\star}$. This means that if a solution exists then $\lambda$ must be sufficiently large. One of the key arguments in this proof is based on the assumption $p>q$. In
particular, this proof yields an energy lower bound of solutions in term of $\lambda$ that will be useful to conclude that problem (6.42) has a nontrivial solution if $\lambda=\lambda^{\star}$.
(b) There exists $\lambda^{\star \star}>0$ such that problem (6.42) admits at least two solutions for all $\lambda>\lambda^{\star \star}$. Next, by the properties of $\lambda^{\star}$ and $\lambda^{\star \star}$ we deduce that $\lambda^{\star}=\lambda^{\star \star}$.

Proof. We shall perform the proof in several steps.
Step 1: Nonexistence for $\lambda>0$ small.
Let $\Phi_{\lambda}: E \rightarrow \mathbb{R}$ be the energy functional given by

$$
\Phi_{\lambda}(u)=\frac{1}{m}\|u\|^{m}-\frac{\lambda}{q}\|u\|_{q}^{q}+\frac{1}{p}\|u\|_{h, p}^{p} .
$$

Then $\Phi_{\lambda} \in C^{1}(E, \mathbb{R})$ and for all $u, v \in E$

$$
\begin{aligned}
\left\langle\Phi_{\lambda}^{\prime}(u), v\right\rangle=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{m-2} \nabla u \nabla v+|u|^{m-2} u v\right) d x & -\lambda \int_{\mathbb{R}^{N}}|u|^{q-2} u v d x \\
& +\int_{\mathbb{R}^{N}} h(x)|u|^{p-2} u v d x .
\end{aligned}
$$

Weak solutions of problem (6.42) are found as the critical points of the functional $\Phi_{\lambda}$ in $E$.

Let us now assume that $u \in E$ is a weak solution of problem (6.42). Then

$$
\begin{equation*}
\|u\|^{m}+\|u\|_{h, p}^{p}=\lambda\|u\|_{q}^{q} . \tag{6.43}
\end{equation*}
$$

Define

$$
\begin{equation*}
H:=\int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x \in \mathbb{R}^{+} . \tag{6.44}
\end{equation*}
$$

To proceed further, we need Young's inequality

$$
a b \leq \frac{a^{\alpha}}{\alpha}+\frac{b^{\beta}}{\beta} \quad \text { for all } a, b>0
$$

where $\alpha, \beta>1$ satisfy $1 / \alpha+1 / \beta=1$.
Taking $a=h(x)^{q / p}|u|^{q}, b=\lambda /[h(x)]^{q / p}, \alpha=p / q$ and $\beta=p /(p-q)$, we obtain

$$
h(x)^{q / p}|u|^{q} \frac{\lambda}{h(x)^{q / p}} \leq \frac{q}{p}\left(h(x)^{q / p}|u|^{q}\right)^{p / q}+\frac{p-q}{p}\left(\frac{\lambda}{h(x)^{q / p}}\right)^{p /(p-q)} .
$$

Integrating over $\mathbb{R}^{N}$ we have

$$
\lambda\|u\|_{q}^{q} \leq \frac{q}{p}\|u\|_{h, p}^{p}+\frac{p-q}{p} \lambda^{p /(p-q)} \int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x .
$$

The above inequality and relation (6.43) imply

$$
\begin{align*}
\|u\|^{m} & \leq \frac{p-q}{p} \lambda^{p /(p-q)} \int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x+\frac{q-p}{p}\|u\|_{h, p}^{p}  \tag{6.45}\\
& \leq \frac{p-q}{p} \lambda^{p /(p-q)} H
\end{align*}
$$

for $q<p$.
Since $m<q<m^{\star}$, the Sobolev embedding $W^{1, m}\left(\mathbb{R}^{N}\right) \subset L^{q}\left(\mathbb{R}^{N}\right)$ is continuous, so that there exists a positive constant $C_{q}$ such that

$$
C_{q}\|v\|_{q}^{m} \leq\|v\|^{m} \quad \text { for all } v \in W^{1, m}\left(\mathbb{R}^{N}\right)
$$

On the other hand, for $\|u\|_{h, p} \geq 0$, it follows from (6.43) that

$$
\|u\|^{m} \leq \lambda\|u\|_{q}^{q} .
$$

Combining the last two inequalities we obtain

$$
\begin{equation*}
C_{q}\|u\|_{q}^{m} \leq\|u\|^{m} \leq \lambda\|u\|_{q}^{q} . \tag{6.46}
\end{equation*}
$$

Retaining the first and the last terms of (6.46) we get

$$
\left(C_{q} \lambda^{-1}\right)^{q /(q-m)} \leq\|u\|_{q}^{q} .
$$

That inequality combined with (6.46) leads to

$$
C_{q}\left[\left(C_{q} \lambda^{-1}\right)^{q /(q-m)}\right]^{m / q} \leq\|u\|^{m} .
$$

By relation (6.45) and the above inequality we have

$$
\begin{equation*}
C_{q}\left(C_{q} \lambda^{-1}\right)^{m /(q-m)} \leq\|u\|^{m} \leq \frac{p-q}{p} \lambda^{p /(p-q)} H . \tag{6.47}
\end{equation*}
$$

Retaining the first and the last term it follows that

$$
\lambda>\left(C_{q}^{q /(m-q)} \frac{p-q}{p} H\right)^{(q-p)(q-m) / q(p-m)}
$$

for $H>0$ by (6.44). Denoting the term in the right-hand side of the above inequality by $\mu$, we conclude that Theorem 6.11-(i) holds true, by putting

$$
\begin{equation*}
\lambda^{\star}:=\sup \{\lambda>0:(6.42) \text { does not admit any nontrivial weak solution }\} . \tag{6.48}
\end{equation*}
$$

Clearly $\lambda^{\star} \geq \mu>0$.
Step 2: Existence if $\lambda$ is large
We start with several auxiliary results.
Lemma 6.12 The functional $\Phi_{\lambda}$ is coercive.
Proof. We need the following elementary inequality: for every $k_{1}>0, k_{2}>0$ and $0<s<r$ we have

$$
\begin{equation*}
k_{1}|t|^{s}-k_{2}|t|^{r} \leq C_{r s} k_{1}\left(\frac{k_{1}}{k_{2}}\right)^{s /(r-s)} \quad \text { for all } t \in \mathbb{R} \tag{6.49}
\end{equation*}
$$

where $C_{r s}>0$ is a constant depending on $r$ and $s$.
Taking $k_{1}=\lambda / q, k_{2}=(m-1) h(x) / m p, s=q$ and $r=p$ (so that $s<r$ is verified, for $q<p$ ), in (6.49) for all $x \in \mathbb{R}^{N}$ we obtain

$$
\begin{aligned}
\frac{\lambda}{q}|u(x)|^{q}-\frac{(m-1) h(x)}{m p}|u(x)|^{p} & \leq C_{p q} \frac{\lambda}{q}\left(\frac{\lambda / q}{(m-1) h(x) / m p}\right)^{q /(p-q)} \\
& =\frac{C_{p q}}{q}\left(\frac{m p}{q(m-1)}\right)^{q /(p-q)} \lambda^{p /(p-q)} h(x)^{q /(q-p)}
\end{aligned}
$$

where $C_{p q}>0$ is a constant depending on $p$ and $q$. Integrating the above inequality over $\mathbb{R}^{N}$, we find

$$
\int_{\mathbb{R}^{N}}\left(\frac{\lambda}{q}|u|^{q}-\frac{(m-1) h(x)}{m p}|u|^{p}\right) d x \leq K \lambda^{p /(p-q)} \int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x
$$

By assumption (6.44) there exists a constant $C_{\lambda}>0$ such that

$$
\frac{\lambda}{q}\|u\|_{q}^{q}-\frac{m-1}{m p}\|u\|_{h, p}^{p} \leq C_{\lambda}
$$

Therefore

$$
\begin{aligned}
\Phi_{\lambda}(u) & =\frac{1}{m}\|u\|^{m}-\left[\frac{\lambda}{q}\|u\|_{q}^{q}-\frac{m-1}{m p}\|u\|_{h, p}^{p}\right]-\frac{m-1}{m p}\|u\|_{h, p}^{p}+\frac{1}{p}\|u\|_{h, p}^{p} \\
& \geq \frac{1}{m}\|u\|^{m}+\frac{1}{m p}\|u\|_{h, p}^{p}-C_{\lambda}
\end{aligned}
$$

and so $\Phi_{\lambda}$ is coercive in $E$.
Lemma 6.13 If $\left\{u_{n}\right\}$ is a sequence in $E$ such that $\left\{\Phi_{\lambda}\left(u_{n}\right)\right\}$ is bounded in $\mathbb{R}$, then there exists a subsequence of $\left\{u_{n}\right\}$, still relabeled $\left\{u_{n}\right\}$, which converges weakly in $E$ to some $u_{0} \in E$ and

$$
\Phi_{\lambda}\left(u_{0}\right) \leq \liminf _{n \rightarrow \infty} \Phi_{\lambda}\left(u_{n}\right) .
$$

Proof. By the fact that $\left\{\Phi_{\lambda}\left(u_{n}\right)\right\}$ is bounded, it follows that both sequences $\left\{\left\|u_{n}\right\|\right\}$ and $\left\{\left\|u_{n}\right\|_{h, p}\right\}$ are bounded. Therefore, $\left\{\left\|u_{n}\right\|_{E}\right\}$ is bounded and there exists $u_{0} \in E$ such that

$$
\begin{aligned}
& u_{n} \rightharpoonup u_{0} \text { in } W^{1, m}\left(\mathbb{R}^{N}\right), \\
& u_{n} \rightarrow u_{0} \text { in } L_{h}^{p}\left(\mathbb{R}^{N}\right), \\
& u_{n} \rightarrow u_{0} \text { in } L_{\mathrm{loc}}^{s}\left(\mathbb{R}^{N}\right) \text { for all } s \in\left[1, m^{\star}\right) .
\end{aligned}
$$

Let us define

$$
F(x, u)=\frac{\lambda}{q}|u|^{q}-h(x) \frac{|u|^{p}}{p}
$$

and

$$
f(x, u)=F_{u}(x, u)=\lambda|u|^{q-2} u-h(x)|u|^{p-2} u,
$$

so that

$$
f_{u}(x, u)=\lambda(q-1)|u|^{q-2}-h(x)(p-1)|u|^{p-2} .
$$

Using again inequality (6.49) for $k_{1}=\lambda(q-1), k_{2}=h(x)(p-1), s=q-2, r=$ $p-2$, we obtain

$$
\begin{aligned}
f_{u}(x, u) & =\lambda(q-1)|u|^{q-2}-h(x)(p-1)|u|^{p-2} \\
& \leq C \cdot \lambda \cdot(q-1) \cdot\left(\frac{\lambda(q-1)}{h(x)(p-1)}\right)^{(q-2) /(p-q)}
\end{aligned}
$$

where $C$ is a positive constant depending only on $p$ and $q$.
This yields,

$$
\begin{equation*}
f_{u}(x, u) \leq C_{p q} \cdot \lambda \cdot\left(\frac{\lambda}{h(x)}\right)^{(q-2) /(p-q)} \tag{6.50}
\end{equation*}
$$

where $C_{p q}$ is a positive constant depending only on $p$ and $q$. According to the definition of $\Phi_{\lambda}$ and $F$ we obtain the following estimate for $\Phi_{\lambda}\left(u_{0}\right)-\Phi_{\lambda}\left(u_{n}\right)$

$$
\begin{align*}
& \Phi_{\lambda}\left(u_{0}\right)-\Phi_{\lambda}\left(u_{n}\right)=\frac{1}{m}\left(\left\|u_{0}\right\|^{m}-\left\|u_{n}\right\|^{m}\right)  \tag{6.51}\\
&+\int_{\mathbb{R}^{N}}\left[F\left(x, u_{n}\right)-F\left(x, u_{0}\right)\right] d x .
\end{align*}
$$

By position

$$
\begin{aligned}
\int_{0}^{s} f_{u}\left(x, u_{0}+t\left(u_{n}-u_{0}\right)\right) d t & =\frac{1}{u_{n}-u_{0}}\left[f\left(x, u_{0}+s\left(u_{n}-u_{0}\right)\right)-f\left(x, u_{0}\right)\right] \\
& =\frac{1}{u_{n}-u_{0}}\left[F_{u}\left(x, u_{0}+s\left(u_{n}-u_{0}\right)\right)-F_{u}\left(x, u_{0}\right)\right]
\end{aligned}
$$

Integrating the above relation over $[0,1]$, we obtain

$$
\begin{aligned}
& \int_{0}^{1}\left(\int_{0}^{s} f_{u}\left(x, u_{0}+t\left(u_{n}-u_{0}\right)\right) d t\right) d s \\
& \quad=\frac{1}{u_{n}-u_{0}} \int_{0}^{1}\left[F_{u}\left(x, u_{0}+s\left(u_{n}-u_{0}\right)\right)-F_{u}\left(x, u_{0}\right)\right] d s \\
& \quad=\frac{1}{\left(u_{n}-u_{0}\right)^{2}}\left[F\left(x, u_{n}\right)-F\left(x, u_{0}\right)\right]-\frac{f\left(x, u_{0}\right)}{u_{n}-u_{0}} .
\end{aligned}
$$

The above equality can be rewritten in the following way

$$
\begin{array}{r}
F\left(x, u_{n}\right)-F\left(x, u_{0}\right)=\left(u_{n}-u_{0}\right)^{2} \int_{0}^{1}\left(\int_{0}^{s} f_{u}\left(x, u_{0}+t\left(u_{n}-u_{0}\right)\right) d t\right) d s  \tag{6.52}\\
+\left(u_{n}-u_{0}\right) f\left(x, u_{0}\right)
\end{array}
$$

Introducing relation (6.52) in (6.51) we get

$$
\begin{align*}
\Phi_{\lambda}\left(u_{0}\right)- & \Phi_{\lambda}\left(u_{n}\right)=\frac{1}{m}\left(\left\|u_{0}\right\|^{m}-\left\|u_{n}\right\|^{m}\right)+\int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right) f\left(x, u_{0}\right) d x \\
& +\int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right)^{2} \int_{0}^{1} \int_{0}^{s} f_{u}\left(x, u_{0}+t\left(u_{n}-u_{0}\right)\right) d t d s d x  \tag{6.53}\\
\leq & \frac{1}{m}\left(\left\|u_{0}\right\|^{m}-\left\|u_{n}\right\|^{m}\right)+\int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right) f\left(x, u_{0}\right) d x \\
& +C_{1} \int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x
\end{align*}
$$

where the last inequality follows from (6.50) and $C_{1}=C_{p q} \lambda^{(p-2) /(p-q)}$. It remains to show that the last two integrals converge to 0 as $n \rightarrow \infty$.

We define $J: E \rightarrow \mathbb{R}$ by

$$
J(v)=\int_{\mathbb{R}^{N}} f\left(x, u_{0}\right) v d x
$$

Obviously, $J$ is linear. We shall show that $J$ is also continuous. Indeed,

$$
\begin{align*}
|J(v)| & \leq \int_{\mathbb{R}^{N}}\left|f\left(x, u_{0}\right)\right| \cdot|v| d x \\
& \leq \lambda \int_{\mathbb{R}^{N}}\left|u_{0}\right|^{q-1}|v| d x+\int_{\mathbb{R}^{N}} h(x)\left|u_{0}\right|^{p-1}|v| d x . \tag{6.54}
\end{align*}
$$

On the other hand, using Hölder's inequality, it follows that

$$
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{q-1}|v| d x \leq\left\|u_{0}\right\|_{q}^{q-1}\|v\|_{q} .
$$

Since $W^{1, m}\left(\mathbb{R}^{N}\right)$ is continuously embedded in $L^{q}\left(\mathbb{R}^{N}\right)$ we deduce that there exists a constant $C>0$ such that

$$
\|v\|_{q} \leq C\|v\|_{W^{1, m}\left(\mathbb{R}^{N}\right)} \quad \text { for all } v \in W^{1, m}\left(\mathbb{R}^{N}\right)
$$

Combining the last two inequalities with the fact that

$$
\|v\|_{W^{1, m}\left(\mathbb{R}^{N}\right)} \leq\|v\|_{E}
$$

we deduce that there exists a positive constant $c_{q}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|u_{0}\right|^{q-1}|v| d x \leq c_{q}\|v\|_{E} . \tag{6.55}
\end{equation*}
$$

Applying again Hölder's inequality we obtain

$$
\begin{align*}
\int_{\mathbb{R}^{N}} h(x)\left|u_{0}\right|^{p-1}|v| d x & =\int_{\mathbb{R}^{N}}\left(h(x)^{(p-1) / p}\left|u_{0}\right|^{p-1}\right)\left(h(x)^{1 / p}|v|\right) d x \\
& \leq\left\|u_{0}\right\|_{h, p}^{p-1}\|v\|_{h, p} \leq C_{0}\|v\|_{h, p}  \tag{6.56}\\
& \leq C_{0}\|v\|_{E}
\end{align*}
$$

where $C_{0}$ is a positive constant.
By (6.54), (6.55) and (6.56) we conclude that there exists a positive constant $\kappa$ such that

$$
|J(v)| \leq \kappa\|v\|_{E} \quad \text { for all } v \in E
$$

and so $J$ is continuous.
Since $\left\{u_{n}\right\}$ converges weakly to $u_{0}$ in $E$ and $J$ is linear and continuous we deduce that

$$
J\left(u_{n}\right) \rightarrow J\left(u_{0}\right),
$$

in other words

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}} f\left(x, u_{0}\right)\left(u_{n}-u_{0}\right) d x=0 \tag{6.57}
\end{equation*}
$$

In order to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x=0 \tag{6.58}
\end{equation*}
$$

we first note that for all $R>0$

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x=\int_{\{|x|<R\}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x \\
&+\int_{\{|x| \geq R\}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x \\
& \leq\left(\int_{\{|x|<R\}} h(x)^{q /(q-p)} d x\right)^{(q-2) / q} \cdot\left(\int_{\{|x|<R\}}\left|u_{n}-u_{0}\right|^{q} d x\right)^{2 / q}  \tag{6.59}\\
&+\left(\int_{\{|x| \geq R\}} h(x)^{q /(q-p)}\right)^{(q-2) / q} \cdot\left(\int_{\{|x| \geq R\}}\left|u_{n}-u_{0}\right|^{q} d x\right)^{2 / q} .
\end{align*}
$$

By hypothesis (6.44) we have

$$
\int_{\{|x|<R\}} h(x)^{q /(q-p)} d x \leq \int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x=H<\infty \quad \text { for all } R>0 .
$$

On the other hand, for all $\varepsilon>0$ there exists $R_{\mathcal{E}}>0$ such that

$$
\int_{\left\{|x| \geq R_{\varepsilon}\right\}} h(x)^{q /(q-p)} d x<\varepsilon .
$$

Using the fact that $m<q<m^{\star}$ we deduce that $W^{1, m}\left(B_{R_{\varepsilon}}(0)\right)$ is compactly embedded in $L^{q}\left(B_{R_{\varepsilon}}(0)\right)$ and thus

$$
\lim _{n \rightarrow \infty}\left(\int_{|x|<R_{\varepsilon}}\left|u_{n}-u_{0}\right|^{q} d x\right)^{2 / q}=0 .
$$

Since $\left\{u_{n}-u_{0}\right\}$ is bounded in $E$, it is also bounded in $L^{q}\left(\mathbb{R}^{N}\right)$ and so there exists a positive constant $M>0$ such that

$$
\left(\int_{|x| \geq R_{\varepsilon}}\left|u_{n}-u_{0}\right|^{q} d x\right)^{2 / q} \leq\left\|u_{n}-u_{0}\right\|_{q}^{2} \leq M .
$$

Combining the above information with relation (6.59), we conclude that for any $\varepsilon>0$ there exists $N_{\varepsilon}>0$ such that for all $n \geq N_{\varepsilon}$ we have

$$
\int_{\mathbb{R}^{N}}\left(u_{n}-u_{0}\right)^{2} h(x)^{(q-2) /(q-p)} d x \leq H \varepsilon+M \varepsilon^{(q-2) / q} .
$$

Therefore, (6.58) holds true.
Since $\left(u_{n}\right)_{n}$ converges weakly to $u_{0}$ in $W^{1, m}\left(\mathbb{R}^{N}\right)$ we have

$$
\liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{W^{1, m}\left(\mathbb{R}^{N}\right)}^{m} \geq\left\|u_{0}\right\|_{W^{1, m}\left(\mathbb{R}^{N}\right)}^{m}
$$

Passing to the limit in (6.53) and taking into account that (6.57) and (6.58) hold true, we obtain

$$
\Phi_{\lambda}\left(u_{0}\right) \leq \liminf _{n \rightarrow \infty} \Phi_{\lambda}\left(u_{n}\right)
$$

Thus, $\Phi_{\lambda}$ is weakly lower semicontinuous.
The proof of Lemma 6.13 is now complete.

Proof of Theorem 6.11 continued. Using Lemmas 6.12, 6.13 and Theorem 1.2 in [188] we deduce that there exists a global minimizer $u \in E$ of $\Phi_{\lambda}$, that is,

$$
\Phi_{\lambda}(u)=\inf _{v \in E} \Phi_{\lambda}(v)
$$

It is obvious that $u$ is a weak solution of problem (6.42). We prove that $u \not \equiv 0$ in $E$. To do that we show that $\inf _{E} \Phi_{\lambda}<0$, provided that the parameter $\lambda$ is sufficiently large.

Let us set

$$
\bar{\lambda}=\inf _{u \in E}\left\{\frac{q}{m}\|u\|^{m}+\frac{q}{p}\|u\|_{h, p}^{p}:\|u\|_{q}=1\right\} .
$$

We point out that $\bar{\lambda}>0$. Indeed, for any $u \in E$ with $\|u\|_{q}=1$ by Hölder's inequality and by (6.44) we have

$$
\begin{aligned}
1=\|u\|_{q}^{q} & \leq\left(\int_{\mathbb{R}^{N}} h(x)^{q /(q-p)} d x\right)^{(p-q) / p} \cdot\left(\int_{\mathbb{R}^{N}} h(x)|u|^{p} d x\right)^{q / p} \\
& =H^{(p-q) / p}\|u\|_{h, p}^{q}
\end{aligned}
$$

so that

$$
\bar{\lambda} \geq \frac{q}{p} H^{(q-p) / q}>0
$$

for $H>0$ by assumption. Let $\lambda>\bar{\lambda}$. Then there exists a function $u_{1} \in E$, with $\left\|u_{1}\right\|_{q}=1$, such that

$$
\lambda\left\|u_{1}\right\|_{q}^{q}=\lambda>\frac{q}{m}\left\|u_{1}\right\|^{m}+\frac{q}{p}\left\|u_{1}\right\|_{h, p}^{p}
$$

This can be rewritten as

$$
\Phi_{\lambda}\left(u_{1}\right)=\frac{1}{m}\left\|u_{1}\right\|^{m}-\frac{\lambda}{q}\left\|u_{1}\right\|_{q}^{q}+\frac{1}{p}\left\|u_{1}\right\|_{h, p}^{p}<0
$$

and consequently $\inf _{u \in E} \Phi_{\lambda}(u)<0$. Therefore, there exists $\lambda_{0}=\bar{\lambda}>0$ such that problem (6.42) has a nontrivial weak solution $u_{1} \in E$ for any $\lambda>\lambda_{0}$, and $\Phi_{\lambda}\left(u_{1}\right)<0$. Since $\Phi_{\lambda}\left(u_{1}\right)=\Phi_{\lambda}\left(\left|u_{1}\right|\right)$ and $\left|u_{1}\right| \in E$, we may assume that $u_{1} \geq 0$ a.e. in $\mathbb{R}^{N}$.

In the following we are looking for the second nontrivial weak solution for problem (6.42).

Fix $\lambda \geq \lambda_{0}$. Set

$$
g(x, t)= \begin{cases}0 & \text { if } t<0 \\ \lambda t^{q-1}-h(x) t^{p-1} & \text { if } 0 \leq t \leq u_{1}(x) \\ \lambda u_{1}(x)^{q-1}-h(x) u_{1}(x)^{p-1} & \text { if } t>u_{1}(x)\end{cases}
$$

and

$$
G(x, t)=\int_{0}^{t} g(x, s) d s
$$

Define the functional $\Psi: E \rightarrow \mathbb{R}$ by

$$
\Psi(u)=\frac{1}{m}\|u\|^{m}-\int_{\mathbb{R}^{N}} G(x, u) d x .
$$

Clearly, $\Psi \in C^{1}(E, \mathbb{R})$ and

$$
\left\langle\Psi^{\prime}(u), v\right\rangle=\int_{\mathbb{R}^{N}}\left(|\nabla u|^{m-2} \nabla u \nabla v+|u|^{m-2} u v\right) d x-\int_{\mathbb{R}^{N}} g(x, u) v d x,
$$

for all $u, v \in E$. Moreover, if $u$ is a critical point of $\Psi$, then $u \geq 0$ a.e. in $\mathbb{R}^{N}$.
Next, we are concerned with the location of critical points of the energy functional $\Psi$.

Lemma 6.14 If $u$ is a critical point of $\Psi$, then $u \leq u_{1}$.
Proof. For a function $v$ we define the positive part $v^{+}(x)=\max \{v(x), 0\}$. Then $v^{+} \in$ $E$ whenever $v \in E$. We have

$$
\begin{aligned}
0= & \left\langle\Psi^{\prime}(u)-\Phi_{\lambda}^{\prime}\left(u_{1}\right),\left(u-u_{1}\right)^{+}\right\rangle \\
= & \int_{\mathbb{R}^{N}}\left(|\nabla u|^{m-2} \nabla u-\left|\nabla u_{1}\right|^{m-2} \nabla u_{1}\right) \nabla\left(u-u_{1}\right)^{+} d x \\
& +\int_{\mathbb{R}^{N}}\left(|u|^{m-2} u-\left|u_{1}\right|^{m-2} u_{1}\right)\left(u-u_{1}\right)^{+} d x \\
& -\int_{\mathbb{R}^{N}}\left[g(x, u)-\lambda u_{1}^{q-1}+h(x) u_{1}^{p-1}\right]\left(u-u_{1}\right)^{+} d x,
\end{aligned}
$$

which yields

$$
\begin{aligned}
0= & \int_{\left\{u>u_{1}\right\}}\left(|\nabla u|^{m-2} \nabla u-\left|\nabla u_{1}\right|^{m-2} \nabla u_{1}\right)\left(\nabla u-\nabla u_{1}\right) d x \\
& +\int_{\left\{u>u_{1}\right\}}\left(|u|^{m-2} u-\left|u_{1}\right|^{m-2} u_{1}\right)\left(u-u_{1}\right) d x \\
\geq & \int_{\left\{u>u_{1}\right\}}\left(|\nabla u|^{m-1}-\left|\nabla u_{1}\right|^{m-1}\right)\left(|\nabla u|-\left|\nabla u_{1}\right|\right) d x \\
& +\int_{\left\{u>u_{1}\right\}}\left(|u|^{m-1}-\left|u_{1}\right|^{m-1}\right)\left(|u|-\left|u_{1}\right|\right) d x \geq 0 .
\end{aligned}
$$

Thus, we obtain $u \leq u_{1}$ and the proof of Lemma 6.14 is complete.
In the following, via the mountain pass theorem, we determine a critical point $u_{2} \in E$ of $\Psi$ such that $\Psi\left(u_{2}\right)>0$. By the above lemma we shall deduce that $0 \leq$ $u_{2} \leq u_{1}$ in $\Omega$. Therefore,

$$
g\left(x, u_{2}\right)=\lambda u_{2}^{q-1}-h(x) u_{2}^{p-1} \text { and } G\left(x, u_{2}\right)=\frac{\lambda}{q} u_{2}^{q}-\frac{h(x)}{p} u_{2}^{p}
$$

so that

$$
\Psi\left(u_{2}\right)=\Phi_{\lambda}\left(u_{2}\right) \text { and } \Psi^{\prime}\left(u_{2}\right)=\Phi_{\lambda}^{\prime}\left(u_{2}\right) .
$$

More precisely, we find

$$
\Phi_{\lambda}\left(u_{2}\right)>0=\Phi_{\lambda}(0)>\Phi_{\lambda}\left(u_{1}\right) \quad \text { and } \quad \Phi_{\lambda}^{\prime}\left(u_{2}\right)=0 .
$$

This shows that $u_{2}$ is a weak solution of problem (6.42) such that $0 \leq u_{2} \leq u_{1}, u_{2} \neq 0$ and $u_{2} \neq u_{1}$.

In order to find $u_{2}$ described above we prove the following result.
Lemma 6.15 There exists $\rho \in\left(0,\left\|u_{1}\right\|\right)$ and $a>0$ such that

$$
\Psi(u) \geq a \quad \text { for all } u \in E \text { with }\|u\|=\rho
$$

Proof. We have

$$
\begin{aligned}
\Psi(u)= & \frac{1}{m}\|u\|^{m}-\int_{\left\{u>u_{1}\right\}} G(x, u) d x-\int_{\left\{u \leq u_{1}\right\}} G(x, u) d x \\
= & \frac{1}{m}\|u\|^{m}-\frac{\lambda}{q} \int_{\left\{u>u_{1}\right\}} u_{1}^{q} d x+\frac{1}{p} \int_{\left\{u>u_{1}\right\}} h(x) u_{1}^{p} d x \\
& \quad-\frac{\lambda}{q} \int_{\left\{0 \leq u \leq u_{1}\right\}} u^{q} d x+\frac{1}{p} \int_{\left\{0 \leq u \leq u_{1}\right\}} h(x) u^{p} d x \\
\geq & \frac{1}{m}\|u\|^{m}-\frac{\lambda}{q}\|u\|_{q}^{q} .
\end{aligned}
$$

On the other hand, the continuous Sobolev embedding of $E$ into $L^{q}\left(\mathbb{R}^{N}\right)$ implies that there exists a positive constant $L>0$ such that

$$
\|v\|_{q} \leq L\|v\| \quad \text { for all } v \in E
$$

The above inequalities yield

$$
\Psi(u) \geq \frac{1}{m}\|u\|^{m}-L_{1}\|u\|^{q}=\|u\|^{m}\left(\frac{1}{m}-L_{1}\|u\|^{q-m}\right)
$$

where $L_{1}=\lambda L^{q} / q$ is a positive constant. Since $q>m$ it is clear that Lemma 6.15 holds true.

Lemma 6.16 The functional $\Psi$ is coercive.
Proof. For each $u \in E$ we have

$$
\begin{aligned}
\Psi(u)= & \frac{1}{m}\|u\|^{m}-\frac{\lambda}{q} \int_{\left\{u>u_{1}\right\}} u_{1}^{q} d x+\frac{1}{p} \int_{\left\{u>u_{1}\right\}} h(x) u_{1}^{p} d x \\
& -\frac{\lambda}{q} \int_{\left\{0 \leq u \leq u_{1}\right\}} u^{q} d x+\frac{1}{p} \int_{\left\{0 \leq u \leq u_{1}\right\}} h(x) u^{p} d x \\
\geq & \frac{1}{m}\|u\|^{m}-\frac{\lambda}{q} \int_{\mathbb{R}^{N}} u_{1}^{q} d x \\
= & \frac{1}{m}\|u\|^{m}-L_{2}
\end{aligned}
$$

where $L_{2}$ is a positive constant, for $u_{1} \neq 0$. The above inequality implies that $\Psi(u) \rightarrow \infty$ as $\|u\| \rightarrow \infty$, that is, $\Psi$ is coercive, as required.

Proof of Theorem 6.11 continued. Using Lemma 6.15 and the mountain pass theorem, there exists a sequence $\left\{v_{n}\right\} \subset E$ such that

$$
\begin{equation*}
\Psi\left(v_{n}\right) \rightarrow c>0 \text { and } \Psi^{\prime}\left(v_{n}\right) \rightarrow 0 \tag{6.60}
\end{equation*}
$$

where

$$
c=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \Psi(\gamma(t))
$$

and

$$
\Gamma=\left\{\gamma \in C([0,1], E): \gamma(0)=0, \gamma(1)=u_{1}\right\} .
$$

By relation (6.60) and Lemma 6.16 we obtain that $\left\{v_{n}\right\}$ is bounded and thus passing eventually to a subsequence, still denoted by $\left\{v_{n}\right\}$, we may assume that
there exists $u_{2} \in E$ such that $v_{n}$ converges weakly to $u_{2}$. Standard arguments based on the Sobolev embeddings will show that

$$
\lim _{n \rightarrow \infty}\left\langle\Psi^{\prime}\left(v_{n}\right), \varphi\right\rangle=\left\langle\Psi^{\prime}\left(u_{2}\right), \varphi\right\rangle
$$

for any $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$. Taking into account that $E \subset W^{1, m}\left(\mathbb{R}^{N}\right)$ and $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ is dense in $W^{1, m}\left(\mathbb{R}^{N}\right)$, the above information implies that $u_{2}$ is a weak solution of problem (6.42).

We conclude that problem (6.42) admits at least two nontrivial weak solutions for all $\lambda>\lambda_{0}$.

Set
$\lambda^{\star \star}:=\inf \{\lambda>0:$ problem (6.42) admits a nontrivial weak solution $\}$.
Then $\lambda^{\star \star} \geq \lambda^{\star}>0$, where $\lambda^{\star}$ is the parameter defined in (6.48).
Let us consider the constrained minimization problem

$$
\begin{equation*}
\Lambda:=\inf _{v \in E}\left\{\frac{1}{m}\|v\|^{m}+\frac{1}{p}\|v\|_{h, p}^{p}:\|v\|_{q}^{q}=q\right\} \tag{6.61}
\end{equation*}
$$

Let $\left\{v_{n}\right\} \subset E$ be a minimizing sequence of (6.61). Then $\left\{v_{n}\right\}$ is bounded in $E$, hence we can assume, without loss of generality, that it converges weekly to some $v \in E$ with $\|v\|_{q}^{q}=q$. Moreover, by lower semicontinuity arguments we have

$$
\Lambda=\frac{1}{m}\|v\|^{m}+\frac{1}{p}\|v\|_{h, p}^{p}
$$

Thus, $\Phi_{\lambda}(v)=\Lambda-\lambda$ for all $\lambda>\Lambda$.
To complete the proof of Theorem 6.11 it is enough to show the following crucial facts:
(a) problem (6.42) has at least two distinct solutions for any $\lambda>\lambda^{\star \star}$.
(b) $\lambda^{\star \star}=\lambda^{\star}$ and problem (6.42) admits a nontrivial weak solution if $\lambda=\lambda^{\star}$.

Claim (a) follows by standard monotonicity techniques; as for claim (b) we shall use some arguments from Filippucci, Pucci and Rădulescu [76].

Fix $\lambda>\lambda^{* *}$. By the definition of $\lambda^{* *}$, there exists $\mu \in\left(\lambda^{* *}, \lambda\right)$ such that $\Phi_{\mu}$ has a nontrivial critical point $u_{\mu} \in E$. Clearly, $u_{\mu}$ is a subsolution of (6.42). In order to find a supersolution of (6.42) which dominates $u_{\mu}$, we consider the constrained minimization problem

$$
\inf \left\{\frac{1}{m}\|w\|^{m}+\frac{1}{p}\|w\|_{p}^{p}-\frac{\lambda}{q}\|w\|_{q}^{q}: w \in E \text { and } w \geq u_{\mu}\right\}
$$

As before, one can show that the above minimization problem has a solution $u_{\lambda} \geq u_{\mu}$ which is also a weak solution of problem (6.42), provided $\lambda>\lambda^{* *}$. Thus, problem (6.42) has a weak solution for all $\lambda>\lambda^{* *}$ so $\lambda^{* *}=\lambda^{*}$.

It remains to show that (6.42) has solutions for $\lambda=\lambda^{*}$. To this aim, let $\left\{\lambda_{n}\right\}$ be a decreasing sequence converging to $\lambda^{*}$ and let $\left\{u_{n}\right\}$ be a corresponding sequence of nonnegative weak solutions of (6.42). By the properties of $\Psi$, the sequence $\left\{u_{n}\right\}$ is bounded in $E$, so that, without loss of generality, we may assume that it converges weakly in $E$, strongly in $L_{h}^{p}(\Omega)$, and pointwise to some $u^{*} \in E$, with $u^{*} \geq 0$.

Replacing $u$ by $u_{n}$ in the definition of a weak solution and then passing to the limit as $n \rightarrow \infty$ we find that $U^{*}$ is a weak solution of (6.42) for $\lambda=\lambda^{*}$.

It remains to show that $u^{*} \neq 0$.
A key ingredient in this argument is the lower bound energy given in (6.46). Hence, since $u_{n}$ is a nontrivial weak solution of problem (7.2) corresponding to $\lambda_{n}$, we have $\left\|u_{n}\right\|_{a, b}^{p} \geq\left(C^{r} / \lambda^{p}\right)^{1 /(r-p)}$ by (6.46), where $C>0$ is a positive constant independent of $\lambda_{n}$. Next, since $\lambda_{n} \searrow \lambda^{*}$ as $n \rightarrow \infty$ and $\lambda^{*}>0$, it is enough to show that

$$
\begin{equation*}
\left\|u_{n}-u^{*}\right\|_{a, b} \rightarrow 0 \quad \text { as } n \rightarrow \infty . \tag{6.62}
\end{equation*}
$$

Since $u_{n}$ and $u^{*}$ are weak solutions of (6.42) corresponding to $\lambda_{n}$ and $\lambda^{*}$, we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}}\left(\left|\nabla u_{n}\right|^{m-2} \nabla u_{n}-\left|\nabla u^{*}\right|^{p-2} \nabla u^{*}\right) \cdot \nabla\left(u_{n}-u^{*}\right) d x \\
& \quad+\int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{m-2} u_{n}-\left|u^{*}\right|^{m-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x \\
& \quad+\int_{\mathbb{R}^{N}} h(x)\left(\left|u_{n}\right|^{p-2} u_{n}-\left|u^{*}\right|^{p-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x \\
& =\int_{\mathbb{R}^{N}}\left(\lambda_{n}\left|u_{n}\right|^{q-2} u_{n}-\lambda^{*}\left|u^{*}\right|^{q-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x .
\end{aligned}
$$

Elementary monotonicity properties imply that

$$
\int_{\mathbb{R}^{N}} h(x)\left(\left|u_{n}\right|^{p-2} u_{n}-\left|u^{*}\right|^{p-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x \geq 0 .
$$

Hence

$$
\begin{align*}
& \int_{\mathbb{R}^{N}}\left(\left|\nabla u_{n}\right|^{m-2} \nabla u_{n}-\left|\nabla u^{*}\right|^{p-2} \nabla u^{*}\right) \cdot \nabla\left(u_{n}-u^{*}\right) d x \\
& +\int_{\mathbb{R}^{N}}\left(\left|u_{n}\right|^{m-2} u_{n}-\left|u^{*}\right|^{m-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x  \tag{6.63}\\
& \leq \int_{\mathbb{R}^{N}}\left(\lambda_{n}\left|u_{n}\right|^{q-2} u_{n}-\lambda^{*}\left|u^{*}\right|^{q-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x \rightarrow 0 \text { as } n \rightarrow \infty .
\end{align*}
$$

On the other hand, since $m \geq 2$, there exists a positive constant $c=c(m)>0$ such that

$$
|\xi-\zeta|^{m} \leq c\left(|\xi|^{m-2} \xi-|\zeta|^{m-2} \zeta\right)(\xi-\zeta) \quad \text { for all } \xi, \zeta \in \mathbb{R}^{N} .
$$

Combining this fact with (6.63) we find

$$
\left\|u_{n}-u^{*}\right\| \leq c \int_{\mathbb{R}}^{N}\left(\lambda_{n}\left|u_{n}\right|^{q-2} u_{n}-\lambda^{*}\left|u^{*}\right|^{q-2} u^{*}\right)\left(u_{n}-u^{*}\right) d x \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Therefore, $u_{n} \rightarrow U^{*}$ in $E$. Finally, from (6.47) we have

$$
\left\|u_{n}\right\|^{m} \geq C \lambda^{m /(m-q)} \quad \text { for all } n \geq 1
$$

Passing to the limit in the above estimate we find $\left\|u^{*}\right\|^{m} \geq C\left(\lambda^{*}\right)^{m /(m-q)}$ so $u^{*} \not \equiv 0$. This completes the proof of Theorem 6.11.

We point out that (6.42) can be studied also in the case when $p$ is supercritical using similar arguments, since the $|u|^{p}$ term in the energy continues to be coercive. In these cases standard regularity results will lead to stronger results in what concerns the smoothness of solutions, since $W^{1, m}$ is embedded into $C^{1}$.

# Chapter 7 <br> Some Classes of Polyharmonic Problems 

As for everything else, so for a mathematical theory: beauty can be perceived but not explained.

Arthur Cayley (1821-1881)

In this chapter we present several results concerning elliptic problems involving the polyharmonic operator. The first section is devoted to the study of an eigenvalue problem that exhibits a continuous spectrum. The second section of the chapter deals with a boundary value problem with infinitely many solutions while the last section is concerned with a biharmonic problem involving a singular nonlinearity. By taking a different approach in each of these situations we emphasize the complex structure of elliptic problems involving the polyharmonic operator.

### 7.1 An Eigenvalue Problem with Continuous Spectrum

Let $B=B_{R}(0)$ be the ball in $\mathbb{R}^{N}, N \geq 1$, centered at the origin and having radius $R>0$. Consider the linear eigenvalue problem

$$
\begin{cases}(-\Delta)^{K} u=\lambda u & \text { in } B  \tag{7.1}\\ u=D u=\cdots=D^{K-1} u=0 & \text { on } \partial B\end{cases}
$$

where $K$ is a positive integer. Then the lowest eigenvalue $\lambda_{1}$ of problem (7.1) is simple, that is, the associated eigenfunctions are merely multiples of each other. Moreover they are radial, strictly monotone in $r=|x|$ and never change sign in $B$. We
refer to Pucci and Serrin [163] for further properties of eigenvalues of polyharmonic operators.

In this section we are concerned with the nonlinear eigenvalue problem

$$
\begin{cases}(-\Delta)^{K} u=\lambda f(x, u) & \text { in } B  \tag{7.2}\\ u=D u=\cdots=D^{K-1} u=0 & \text { on } \partial B\end{cases}
$$

where $\lambda$ is a positive parameter and the nonlinear function $f$ is given by

$$
f(x, t)= \begin{cases}t, & \text { if } t<0  \tag{7.3}\\ h(x, t), & \text { if } t \geq 0\end{cases}
$$

where $h: B \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ is a Carathéodory function, $H(x, t):=\int_{0}^{t} h(x, s) d s$, and the following conditions are fulfilled:
$\left(H_{1}\right)$ There exists $c \in(0,1)$ such that $|h(x, t)| \leq c t$ for all $t \in \mathbb{R}$ and a.a. $x \in B$.
$\left(H_{2}\right)$ There exists $t_{0}>0$ such that $H\left(x, t_{0}\right)>0$ for a.a. $x \in B$.
$\left(H_{3}\right) \lim _{t \rightarrow \infty} \frac{h(x, t)}{t}=0$ uniformly in $B \backslash \mathscr{O}$, where $\mathscr{O}$ is a set of zero Lebesgue measure.
Some examples of functions $h$ verifying $\left(H_{1}\right)-\left(H_{3}\right)$ in $B \times \mathbb{R}_{0}^{+}$are as follows:
(i) $h(x, t)=\sin (c t)$;
(ii) $h(x, t)=c \log (1+t)$;
(iii) $h(x, t)=g(x)\left[t^{q(x)-1}-t^{p(x)-1}\right]$, where $c \in(0,1), p, q: \bar{B} \rightarrow(1,2)$ continuous in $\bar{B}, \max _{\bar{B}} p(x)<\min _{\bar{B}} q(x), g \in L^{\infty}(B),\|g\|_{\infty}=c$.

The main result of this section is the following.
Theorem 7.1 Suppose that $f$ is of type (7.3) and that $\left(H_{1}\right)-\left(H_{3}\right)$ are fulfilled. Then the first eigenvalue $\lambda_{1}$ of (7.1) is an isolated eigenvalue of problem (7.2) and the corresponding set of eigenfunctions is a cone. Moreover, any $\lambda \in\left(0, \lambda_{1}\right)$ is not an eigenvalue of (7.2), while there exists $\mu_{1}>\lambda_{1}$ such that any $\lambda \in\left(\mu_{1}, \infty\right)$ is an eigenvalue of (7.2).

Proof. Consider the standard higher order Hilbertian Sobolev space $H_{0}^{K}(B)$, endowed with the scalar product

$$
\langle u, v\rangle_{K}= \begin{cases}\int_{B}\left(\Delta^{m} u\right)\left(\Delta^{m} v\right) d x, & \text { if } K=2 m  \tag{7.4}\\ \int_{B}\left(D \Delta^{m} u\right)\left(D \Delta^{m} v\right) d x, & \text { if } K=2 m+1\end{cases}
$$

and denote by $\|\cdot\|_{K}$ the corresponding norm. In case of higher order Sobolev space $H_{0}^{K}(B)$, the decomposition in the positive and negative part of $u \in H_{0}^{K}(B)$ is no longer admissible in $H_{0}^{K}(B)$. However, we have the following result.

Lemma 7.2 For any $u \in H_{0}^{K}(B)$ there exists a unique couple $\left(u_{1}, u_{2}\right) \in \mathscr{K} \times \mathscr{K}^{\prime}$ such that $u=u_{1}+u_{2}$ and $\left\langle u_{1}, u_{2}\right\rangle_{K}=0$, where $\mathscr{K}$ is the convex closed cone of positive functions

$$
\mathscr{K}=\left\{v \in H_{0}^{K}: v(x) \geq 0 \text { a.e. in } B\right\},
$$

while $\mathscr{K}^{\prime}$ is the dual cone of $\mathscr{K}$, that is

$$
\mathscr{K}^{\prime}=\left\{w \in H_{0}^{K}:\langle w, v\rangle_{K} \leq 0 \text { for all } v \in \mathscr{K}\right\} .
$$

Moreover, $\mathscr{K}^{\prime}$ is contained in the cone of negative functions, that is,

$$
\mathscr{K}^{\prime} \subseteq\left\{w \in H_{0}^{K}: w(x) \leq 0 \text { a.e. in } B\right\} .
$$

Proof. Let $u_{1}$ be the projection of $u$ onto $\mathscr{K}$ defined by

$$
\left\|u-u_{1}\right\|_{K}=\inf _{v \in \mathscr{K}}\|u-v\|_{K},
$$

and let $u_{2}=u-u_{1}$. Then, for any $v \in \mathscr{K}$ we have

$$
\begin{aligned}
\left\|u_{2}\right\|_{K}=\left\|u-u_{1}\right\|_{K} & \leq\left\|u-\left(u_{1}+\varepsilon v\right)\right\|_{K} \\
& =\left\|u-u_{1}\right\|_{K}-2 \varepsilon\left\langle u-u_{1}, v\right\rangle_{K}+\varepsilon^{2}\|v\|_{K}^{2} .
\end{aligned}
$$

This implies

$$
2\left\langle u_{2}, v\right\rangle_{K} \leq \varepsilon\|v\|_{K}^{2} \quad \text { for all } v \in \mathscr{K} .
$$

By letting $\varepsilon \rightarrow 0$, it follows that $u_{2} \in \mathscr{K}^{\prime}$. Replacing $v$ by $\pm \varepsilon u_{1}$ (note that $u+\varepsilon v=$ $\left.u_{1}-\varepsilon u_{1} \in \mathscr{K}\right)$ we deduce $\left\langle u_{1}, u_{2}\right\rangle_{K}=0$. In order to prove the uniqueness, let

$$
u=u_{1}+u_{2}=v_{1}+v_{2}
$$

be two decompositions of $u$ such that $u_{1}, v_{1} \in \mathscr{K}$ and $u_{2}, v_{2} \in \mathscr{K}^{\prime}$ and $\left\langle u_{1}, u_{2}\right\rangle_{K}=$ $\left\langle v_{1}, v_{2}\right\rangle_{K}=0$. Then

$$
\begin{aligned}
0 & =\left\langle u_{1}+u_{2}-v_{1}-v_{2}, u_{1}+u_{2}-v_{1}-v_{2}\right\rangle_{K} \\
& =\left\langle\left(u_{1}-v_{1}\right)+\left(u_{2}-v_{2}\right),\left(u_{1}-v_{1}\right)+\left(u_{2}-v_{2}\right)\right\rangle_{K} \\
& =\left\|u_{1}-v_{1}\right\|_{K}+\left\|u_{2}-v_{2}\right\|_{K}-2\left\langle u_{1}-v_{1}, u_{2}-v_{2}\right\rangle_{K} \\
& =\left\|u_{1}-v_{1}\right\|_{K}+\left\|u_{2}-v_{2}\right\|_{K}-2\left\langle u_{1}, v_{2}\right\rangle_{K}-\left\langle v_{1}, u_{2}\right\rangle_{K} \\
& \geq\left\|u_{1}-v_{1}\right\|_{K}+\left\|u_{2}-v_{2}\right\|_{K} .
\end{aligned}
$$

Thus, $u_{1}=v_{1}$ and $u_{2}=v_{2}$. It remains to prove the fact that $\|^{\prime} \subset-\mathscr{K}$. To this aim, let $w \in \mathscr{K}^{\prime}$ and $\psi \in C_{0}^{\infty}(B) \cap \mathscr{K}$. Consider $v \in H_{0}^{K}(B)$ that satisfies

$$
\begin{cases}(-\Delta)^{K} v=\psi & \text { in } B \\ u=D u=\cdots=D^{K-1} u=0 & \text { on } \partial B\end{cases}
$$

Using the fact that the Green function in any ball is positive (so that the maximum principle holds) it follows that $v \in \mathscr{K}$. Thus

$$
0 \geq\langle w, v\rangle_{K}=\int_{B} w \cdot(-\Delta)^{K} v d x=\int_{B} w \psi d x
$$

for all $\psi \in C_{0}^{\infty}(B) \cap \mathscr{K}$. By density, the above inequality holds for all $\psi \in L^{2}(B)$, hence $w \leq 0$ a.e. in $B$. This concludes the proof.

The number $\lambda>0$ is an eigenvalue of problem (7.2), with $f$ of the type (7.3), if there exists $u \in H_{0}^{K} \backslash\{0\}$ such that

$$
\begin{equation*}
\langle u, v\rangle_{K}=\lambda \int_{B} f(x, u) v d x \tag{7.5}
\end{equation*}
$$

for any $v \in H_{0}^{K}$.
Lemma 7.3 If $\lambda>0$ is an eigenvalue of (7.2), then $\lambda \geq \lambda_{1}$.
Proof. Assume that $\lambda>0$ is and eigenvalue of (7.2), with corresponding eigenfunction $u \in H_{0}^{K} \backslash\{0\}$. Letting $v=u$ in (7.5), and putting $B_{-}=\{x \in B: u(x) \leq 0\}$ and $B_{+}=\{x \in B: u(x) \geq 0\}$, we get by $\left(H_{1}\right)$

$$
\|u\|_{K}^{2}=\lambda\left[\int_{B_{+}} h(x, u) u d x+\int_{B_{-}} u^{2} d x\right] \leq \lambda\left[c \int_{B_{+}} u^{2} d x+\int_{B_{-}} u^{2} d x\right] \leq \lambda|u|_{2}^{2}
$$

for $c \in(0,1)$. By the definition of $\lambda_{1}$

$$
\lambda_{1}|u|_{2}^{2} \leq\|u\|_{K}^{2} \leq \lambda|u|_{2}^{2}
$$

Since $u \neq 0$, then the above inequality shows that $\lambda \geq \lambda_{1}$.

Lemma 7.4 The first eigenvalue $\lambda_{1}$ of (7.1) is also an eigenvalue of (7.2) and the set of the corresponding eigenfunctions is a cone of $H_{0}^{K}$.

Proof. As already noted in the introduction the lowest eigenvalue $\lambda_{1}$ of (7.1) is simple, so that there exists a first eigenfunction $\varphi \in H_{0}^{K} \backslash\{0\}$, with $\varphi<0$ in $B$. Hence $\varphi$ is an eigenfunction also of (7.2), since clearly satisfies (7.5) with $\lambda=\lambda_{1}$ as

$$
\langle\varphi, v\rangle_{K}=\lambda_{1} \int_{B} \varphi v d x=\lambda_{1} \int_{B} f(x, \varphi) v d x,
$$

by (7.3). Moreover the set of the corresponding eigenfunctions lies in a cone of $H_{0}^{K}$.

Lemma 7.5 The first eigenvalue $\lambda_{1}$ of (7.1) is isolated in the set of eigenvalues of (7.2).

Proof. Let $\lambda>0$ be an eigenvalue of (7.2) whose corresponding eigenfunction $u$ has Moreau's decomposition with $u_{1} \not \equiv 0$. Then, for $u_{1} \in H_{0}^{K}$, we take $v=u_{1}$ in (7.5), and by the definition of $\lambda_{1}$ and $\left(H_{1}\right)$ we get

$$
\lambda_{1}\left|u_{1}\right|_{2}^{2} \leq\left\|u_{1}\right\|_{K}^{2}=\lambda\left[\int_{B_{+}} h(x, u) u_{1} d x+\int_{B_{-}} u u_{1} d x\right] \leq \lambda c\left|u_{1}\right|_{2}^{2} .
$$

Hence $\lambda \geq \lambda_{1} / c>\lambda_{1}$, for $c \in(0,1)$. In particular, any eigenfunction $u$ corresponding to an eigenvalue $\lambda \in\left(0, \lambda_{1} / c\right)$ has decomposition $u=u_{2}$, so that $u$ is also an eigenfunction of (7.1), since $u=u_{2} \leq 0$ a.e. in $B$. It is known, as noted in the introduction, that $\lambda_{1}<\lambda_{2}$, where $\lambda_{2}$ is the second eigenvalue of (7.1). Hence any $\lambda \in\left(\lambda_{1}, \delta\right)$, with $\delta=\min \left\{\lambda_{1} / c, \lambda_{2}\right\}$, cannot be an eigenvalue of (7.1) and in turn is not an eigenvalue of (7.2), by the argument above. This completes the proof.

As already noted, $\lambda>0$ is an eigenvalue of the problem

$$
\begin{cases}(-\Delta)^{K} u=\lambda h\left(x, u_{+}\right) & \text {in } B  \tag{7.6}\\ u=D u=\cdots=D^{K-1} u=0 & \text { on } \partial B\end{cases}
$$

if there exists $u \in H_{0}^{K} \backslash\{0\}$ such that $\langle u, v\rangle_{K}=\lambda \int_{B} h\left(x, u_{+}\right) v d x$ for all $v \in H_{0}^{K}$, that is if and only if $u$ is a nontrivial critical point of the $C^{1}$ functional $I_{\lambda}: H_{0}^{K} \rightarrow \mathbb{R}$ defined by

$$
I_{\lambda}(u)=\frac{1}{2}\|u\|_{K}^{2}-\lambda \int_{B} H\left(x, u_{+}\right) d x .
$$

If $\lambda>0$ is an eigenvalue of (7.6), with corresponding eigenfunction $u=u_{1}+u_{2}$, then taking as test function $v=u_{2}$ by $\left(H_{1}\right)$ we get, for $\left\langle u_{1}, u_{2}\right\rangle_{K}=0$ and $h(x, 0)=0$
a.e. in $B$,

$$
\left\|u_{2}\right\|_{K}^{2}=\left\langle u, u_{2}\right\rangle_{K}=\lambda \int_{B} h\left(x, u_{+}\right) u_{2} d x=\lambda \int_{B_{+}} h(x, u) u_{2} d x \leq 0
$$

for $u_{2} \leq 0$ a.e. in $B$, that is $u=u_{1} \geq 0$ in $B$ and $u \neq 0$. In particular, any eigenvalue $\lambda$ of (7.6) is also an eigenvalue of (7.2). Assumption $\left(H_{3}\right)$ implies that for every $\lambda>0$ there exists $C_{\lambda}>0$ such that

$$
\lambda H(x, t) \leq C_{\lambda}+\lambda_{1} t^{2} / 4 \quad \text { for a.a. } x \in B \text { and all } t \in \mathbb{R}
$$

where $\lambda_{1}$ is the first eigenvalue of (7.1). Hence, by the definition of $\lambda_{1}$, we have that for all $u \in H_{0}^{K}$

$$
I_{\lambda}(u) \geq \frac{1}{2}\|u\|_{K}^{2}-\frac{\lambda_{1}}{4}|u|_{2}^{2}-C_{\lambda}|B| \geq \frac{1}{4}\|u\|_{K}^{2}-C_{\lambda}|B|
$$

in other words $I_{\lambda}$ is bounded from below, weakly lower semicontinuous and coercive on $H_{0}^{K}$.

Lemma 7.6 There exists $\lambda^{*}>0$ such that $\inf _{H_{0}^{K}} I_{\lambda}(u)<0$ for all $\lambda \geq \lambda^{*}$.
Proof. By $\left(H_{2}\right)$ there exists $t_{0}>0$ such that $H\left(x, t_{0}\right)>0$ a.e. in $B$. Let $\Omega \subset B$ be a compact subset, sufficiently large, such that

$$
|B \backslash \Omega|<\frac{1}{c t_{0}^{2}} \int_{\Omega} H\left(x, t_{0}\right) d x
$$

where $c \in(0,1)$ is given in $\left(H_{1}\right)$. Take $u_{0} \in C_{0}^{\infty}(B)$, with $u_{0}(x)=t_{0}$ if $x \in \Omega$ and $0 \leq u_{0}(x) \leq t_{0}$ if $x \in B \backslash \Omega$. Hence, by $\left(H_{1}\right)$,

$$
\int_{B} H\left(x, u_{0}(x)\right) d x \geq \int_{\Omega} H\left(x, t_{0}\right) d x-c t_{0}^{2}|B \backslash \Omega|>0,
$$

and so $I_{\lambda}\left(u_{0}\right)<0$ for $\lambda>0$ sufficiently large. The lemma follows at once.
Now, we return to the proof of Theorem 7.1. Since $I_{\lambda}$ is bounded from below, weakly lower semicontinuous and coercive on $H_{0}^{K}$, then Lemma 7.5 and [188, Theorem 1.2] show that $I_{\lambda}$ has a negative global minimum for $\lambda>0$ sufficiently large. This means that all such $\lambda$ are eigenvalues of problem (7.6) and, consequently, of (7.2). This fact and Lemmas 7.3-7.5 complete the proof of Theorem 7.1.

### 7.2 Infinitely Many Solutions for Perturbed Nonlinearities

Let $\Omega \subset \mathbb{R}^{N}, N \geq 1$, be a smooth and bounded domain, $K \geq 1$ be a positive integer such that $N>2 K$. In this section we study the problem

$$
\begin{cases}(-\Delta)^{K} u=|u|^{p-2} u+\phi & \text { in } \Omega  \tag{7.7}\\ u=\partial_{v} u=\cdots=\partial_{v}^{K-1} u=0 & \\ \text { on } \partial \Omega\end{cases}
$$

where $\phi \in L^{2}(\Omega), v$ is the exterior unit normal at $\partial \Omega$ and

$$
\partial_{v}^{j} u=\frac{\partial^{j} u}{\partial v^{j}}, \quad 0 \leq j \leq K-1
$$

The exponent $p$ satisfies

$$
\begin{equation*}
2<p<\frac{2(N-K)}{N-2 K} . \tag{7.8}
\end{equation*}
$$

We say that $u \in H_{0}^{K}(\Omega)$ is a solution of (7.7) if

$$
\langle u, v\rangle_{K}=\int_{\Omega}|u|^{p-2} u v d x+\int_{\Omega} \phi v d x \quad \text { for all } v \in H_{0}^{K}(\Omega),
$$

where $\langle\cdot, \cdot\rangle_{K}$ is the scalar product defined by (7.4).
Before stating the main result concerning (7.7), let us recall what is known regarding the case $K=1$. If $\phi \equiv 0$ the problem (7.7) is symmetric and multiplicity results can be obtained from the equivalent Lusternik-Schnirelmann theory. In turn, if $\phi \not \equiv 0$, the symmetry of the problem fails to hold and different techniques are needed. The classical critical point theory still applies provided $p$ is close to 2 . The problem of whether (7.7) has infinitely many solutions for all exponents $p$ in the range $2<p<2 N /(N-2)$ is still open. For a dense subset of function $\phi$ in $L^{2}(\Omega)$ a positive answer was given by Bahri and Lions [10].

In the study of (7.7) we shall employ a method devised by Bolle [22] as described in Sect. 1.3.4.

The key is to exhibit a continuous path of functionals $\left\{J_{\theta}\right\}_{0 \leq \theta \leq 1}$ such that $J_{0}$ is symmetric and $J_{1}$ is the functional associated to (7.7), that is,

$$
J_{1}(u)=\frac{1}{2}\|u\|_{K}^{2}-\frac{1}{p} \int_{\Omega}|u|^{p} d x-\int_{\Omega} \phi u d x .
$$

Further, as $\theta$ varies, we wish to control the min-max critical levels of $J_{\theta}$, thus getting estimates for critical points of $J_{1}$. Due to the compact embedding of $H_{0}^{K}(\Omega)$ into
$L^{p}(\Omega)$ for all

$$
2<p<K_{*}:=\frac{2 N}{N-2 K}
$$

we would expect to formulate our result for all exponents $p$ in the above range. However, the method we employ requires a further restriction on $p$ as stated in (7.8). Our main result regarding (7.7) is the following.

Theorem 7.7 Assume p satisfies (7.8). Then, for all $\phi \in L^{2}(\Omega)$ the problem (7.7) has infinitely many solutions.

Proof. For all $0 \leq \theta \leq 1$ consider the functional

$$
J_{\theta}: H_{0}^{K}(\Omega) \rightarrow \mathbb{R}, \quad J_{\theta}(u)=\frac{1}{2}\|u\|_{K}^{2}-\frac{1}{p} \int_{\Omega}|u|^{p} d x-\theta \int_{\Omega} \phi u d x
$$

and let $J(\theta, u)=J_{\theta}(u)$. Remark that $\Phi_{0}$ is even and any solution $u$ of (7.7) corresponds to a critical point of $\Phi_{1}$.

We first wish to apply Theorem 1.15 to $J_{0}$. It is clear that $J_{0}$ satisfies the hypotheses $\left(A_{1}\right)-\left(A_{2}\right)$ in Sect. 1.3.3. Since

$$
J_{0}^{\prime}(u) v=\langle u, v\rangle_{K}-\int_{\Omega}|u|^{p-2} u v d x \quad \text { for all } v \in H_{0}^{K}(\Omega)
$$

and the mapping

$$
\begin{equation*}
H_{0}^{K}(\Omega) \xrightarrow{T} L^{K_{*} /(p-1)}(\Omega) \xrightarrow{\left((-\Delta)^{K}\right)^{-1}} H_{0}^{K}(\Omega), \text { where } T(u)=|u|^{p-2} u \tag{7.9}
\end{equation*}
$$

is compact, it follows that $J_{0}$ satisfies $\left(A_{3}\right)$.
For any $k \geq 1$, let $\varphi_{k}$ be the $k$-th eigenfunction of $(-\Delta)^{K}$ with homogeneous Dirichlet boundary conditions. Let

$$
\begin{equation*}
X_{k}=\operatorname{span}\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{k}\right\} \quad \text { so that } X=\bigcup_{k=1}^{\infty} X_{k} \tag{7.10}
\end{equation*}
$$

For any $k \geq 1$, let $R_{k}>0$ be such that

$$
J_{0}(u)<0 \quad \text { for all } u \in X_{k} \text { with }\|u\|_{K} \geq R
$$

Define

$$
\mathscr{C}_{k}=\left\{\gamma \in C\left(X_{k} \cap \overline{B\left(0, R_{k}\right)}, H_{0}^{K}(\Omega)\right): \gamma \text { is odd and }\left.\gamma\right|_{X_{k} \cap \partial B\left(0, R_{k}\right)}=I d\right\}
$$

and

$$
\begin{equation*}
b_{k}=\inf _{\gamma \in \mathscr{C}_{k}} \sup _{u \in X_{k} \cap \overline{B\left(0, R_{k}\right)}} J_{0}(\gamma(u)) . \tag{7.11}
\end{equation*}
$$

By Theorem 1.15 there exists a sequence $\left\{u_{k}\right\}$ of critical points of $J_{0}$ in $H_{0}^{K}(\Omega)$ such that

$$
\begin{equation*}
J_{0}\left(u_{k}\right) \leq b_{k} \quad \text { and } \quad m^{*}\left(J_{0}, u_{k}\right) \geq k . \tag{7.12}
\end{equation*}
$$

Our next result provides a lower bound for $b_{k}$.
Proposition 7.8 There exists a positive constant $A>0$ such that

$$
\begin{equation*}
b_{k} \geq A k^{2 K p /(N(p-2))} \quad \text { for all } k \geq 1 . \tag{7.13}
\end{equation*}
$$

Proof. Fix $k \geq 1$ and let $\left\{\mu_{j}\right\}$ be the sequence of eigenvalues (repeated according to their multiplicity) of the operator

$$
(-\Delta)^{K}-(p-1)\left|u_{k}\right|^{p-2}, k \geq 1 .
$$

Since

$$
J_{0}^{\prime \prime}\left(u_{k}\right)(v, v)=\left\langle\left((-\Delta)^{K}-(p-1)\left|u_{k}\right|^{p-2}\right) v, v\right\rangle_{K}
$$

the definition of the large Morse index (see Definition 1.14) together with the second relation in (7.12) imply

$$
\begin{equation*}
\left|\left\{j \geq 1: \mu_{j} \leq 0\right\}\right|=m^{*}\left(J_{0}, u_{k}\right) \geq k \tag{7.14}
\end{equation*}
$$

To derive an upper bound for the set $\left|\left\{j \geq 0: \mu_{j} \leq 0\right\}\right|$, we state without proof a more general result regarding spectral properties of higher order Schrödinger operators.

Lemma 7.9 Let $N>2 K, V \in L^{N /(2 K)}(\Omega)$ and let $\left\{\mu_{j}\right\}$ be the sequence of eigenvalues (repeated according to their multiplicity) of the operator $(-\Delta)^{K}+V(x)$. Then, there exists $M=M(N, K)>0$ such that

$$
\left|\left\{j \geq 1: \mu_{j} \leq 0\right\}\right| \leq M \int_{\mathbb{R}^{N}} V^{-}(x)^{N /(2 K)} d x
$$

For the proof, we refer the reader to Rozenbljum [173, Theorem 3]. We apply the above lemma for

$$
V= \begin{cases}-(p-1)\left|u_{k}\right|^{p-2} & \text { in } \Omega \\ 0 & \text { in } \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

Using Lemma 7.9 together with (7.14) we find

$$
k \leq\left|\left\{j \geq 1: \mu_{j} \leq 0\right\}\right| \leq M\left\|u_{k}\right\|_{N(p-2) /(2 K)}^{N(p-2) /(2 K)}
$$

so

$$
\left\|u_{k}\right\|_{N(p-2) /(2 K)}^{N(p-2) /(2 K)} \geq C k
$$

for some $C>0$. On the other hand, from $\left\langle J_{0}^{\prime}\left(u_{k}\right), u_{k}\right\rangle_{K}=0$ we find

$$
b_{k} \geq J_{0}\left(u_{k}\right)=\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{k}\right\|_{p}^{p}
$$

Combining the last two estimates we find

$$
b_{k} \geq\left(\frac{1}{2}-\frac{1}{p}\right)\left\|u_{k}\right\|_{p}^{p} \geq C\left\|u_{k}\right\|_{N(p-2) /(2 K)}^{p} \geq A k^{2 k p /(N(p-2))}
$$

which proves (7.13).
We next prove that $J_{\theta}$ satisfies conditions $\left(B_{1}\right)-\left(B_{4}\right)$ in Sect. 1.3.4.
Lemma 7.10 Let $\left\{\left(\theta_{n}, u_{n}\right)\right\} \subset[0,1] \times H_{0}^{K}(\Omega)$ be such that

$$
\left\{J_{\theta_{n}}\left(u_{n}\right)\right\} \text { is bounded and } \lim _{n \rightarrow \infty} J_{\theta_{n}}^{\prime}\left(u_{n}\right)=0
$$

Then, up to a subsequence, $\left\{\left(\theta_{n}, u_{n}\right\}\right.$ converges in $[0,1] \times H_{0}^{K}(\Omega)$.
Proof. We have

$$
\left(J_{\theta_{n}}^{\prime}\left(u_{n}\right), u_{n}\right)=\|u\|_{K}^{2}-\int_{\Omega}|u|^{p} d x-\theta \int_{\Omega} \phi u d x .
$$

Since $\left(J_{\theta_{n}}^{\prime}\left(u_{n}\right), u_{n}\right)=0\left(\left\|u_{n}\right\|_{K}\right)$ as $n \rightarrow \infty$, for $M>1$ large enough and $1 / p<\rho<$ $1 / 2$ we find

$$
\begin{align*}
M+\rho\|u\|_{K} & \geq J_{\theta_{n}}\left(u_{n}\right)-\rho\left(J_{\theta_{n}}^{\prime}\left(u_{n}\right), u_{n}\right) \\
& =\left(\frac{1}{2}-\rho\right)\|u\|_{K}^{2}+\left(\rho-\frac{1}{p}\right) \int_{\Omega}|u|^{p} d x-\theta(1-\rho) \int_{\Omega} \phi u_{n} d x . \tag{7.15}
\end{align*}
$$

By Young's inequality we obtain

$$
\begin{equation*}
(1-\rho) \int_{\Omega} \phi u_{n} d x \leq\left(\rho-\frac{1}{p}\right) \int_{\Omega}|u|^{p} d x+C\|\phi\|_{L^{p^{\prime}}(\Omega)}^{p^{\prime}}, \tag{7.16}
\end{equation*}
$$

where $p^{\prime}=p /(p-1)$ and $C>0$ is a positive constant depending on $\rho$ and $p$ only. Combining (7.15) and (7.16) we derive

$$
M+\rho\|u\|_{K} \geq\left(\frac{1}{2}-\rho\right)\|u\|_{K}^{2}-C\left(p,\|\phi\|_{L^{p^{\prime}}(\Omega)}\right)
$$

which shows that $\left\{u_{n}\right\}$ is bounded in $H_{0}^{K}(\Omega)$. Since the mapping in (7.9) is compact, it follows that $\left\{u_{n}\right\}$ converges strongly in $H_{0}^{K}(\Omega)$. This finishes the proof of lemma.

Lemma 7.11 For any $b>0$ there exists $C>0$ such that

$$
\left|\frac{\partial J}{\partial \theta}(\theta, u)\right| \leq C\left(1+\left\|J_{\theta}^{\prime}(u)\right\|\right)\left(1+\|u\|_{K}\right),
$$

for all $(\theta, u) \in[0,1] \times H_{0}^{K}(\Omega)$ satisfying $\left|J_{\theta}(u)\right| \leq b$.
Proof. From $\left|J_{\theta}(u)\right| \leq b$ it follows that

$$
\theta \int_{\Omega} \phi u d x \geq \frac{p}{2}\|u\|_{K}^{2}-\int_{\Omega}|u|^{p} d x-(p-1) \theta \int_{\Omega} \phi u d x-p b
$$

Hence

$$
\begin{aligned}
-\left(J_{\theta}^{\prime}(u), u\right) & =-\|u\|_{K}^{2}+\int_{\Omega}|u|^{p} d x+\theta \int_{\Omega} \phi u d x \\
& \geq\left(\frac{p}{2}-1\right)\|u\|_{K}^{2}-(p-1) \theta \int_{\Omega} \phi u d x-p b .
\end{aligned}
$$

In particular

$$
-\left(J_{\theta}^{\prime}(u), u\right) \geq c_{1}\|u\|_{K}^{2}-c_{2},
$$

where $c_{1}, c_{2}$ are two positive constants. On the other hand,

$$
\left|\frac{\partial J}{\partial \theta}(\theta, u)\right| \leq \int_{\Omega}\left|\phi\|u \mid d x \leq\| u\left\|_{L^{p}(\Omega)}\right\| \phi\left\|_{L^{p^{\prime}}(\Omega)} \leq \varepsilon\right\| u \|_{K}^{2}+C\left(\varepsilon, p,\|\phi\|_{L^{p^{\prime}}(\Omega)}\right) .\right.
$$

Now the conclusion follows from the last two inequalities from above.
Lemma 7.12 There exist two flows $\eta_{i}:[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\eta_{i}(\theta, \cdot)$ are Lispchitz continuous for all $\theta \in[0,1]$ and

$$
\begin{equation*}
\eta_{1}\left(\theta, J_{\theta}(u)\right) \leq \frac{\partial J}{\partial \theta}(\theta, u) \leq \eta_{2}\left(\theta, J_{\theta}(u)\right) \tag{7.17}
\end{equation*}
$$

at each critical point $u$ of $J_{\theta}$.
Proof. Let $u \in H_{0}^{K}(\Omega)$ be a critical point of $J_{\theta}$. By Hölder's inequality we have

$$
\begin{equation*}
\left|\frac{\partial J}{\partial \theta}(\theta, u)\right| \leq\|u\|_{L^{p}(\Omega)}\|\phi\|_{L^{p^{\prime}}(\Omega)} . \tag{7.18}
\end{equation*}
$$

On the other hand,

$$
0=\left(J_{\theta}^{\prime}(u), u\right)=\|u\|_{K}^{2}-\int_{\Omega}|u|^{p} d x-\theta \int_{\Omega} \phi u d x=0
$$

which yields

$$
\begin{aligned}
\|\left. u\right|_{L^{p}(\Omega)} ^{p} & =\|u\|_{K}^{2}-\theta \int_{\Omega} \phi u d x \\
& =2 J_{\theta}(u)+\frac{2}{p} \int_{\Omega}|u|^{p} d x+\theta \int_{\Omega} \phi u d x \\
& \leq 2 J_{\theta}(u)+\left(\varepsilon+\frac{2}{p}\right) \int_{\Omega}|u|^{p} d x+C\left(\varepsilon, p,\|\phi\|_{L^{p^{\prime}}(\Omega)}\right) .
\end{aligned}
$$

By taking $\varepsilon>0$ small, we deduce

$$
\begin{equation*}
\|\left. u\right|_{L^{p}(\Omega)} ^{p} \leq C\left(J_{\theta}(u)+1\right) . \tag{7.19}
\end{equation*}
$$

Combining (7.18) with (7.19) we obtain

$$
\left|\frac{\partial J}{\partial \theta}(\theta, u)\right| \leq C\|u\|_{L^{p}(\Omega)} \leq C\left(J_{\theta}(u)+1\right)^{1 / p} \leq 2 C\left(J_{\theta}^{2}(u)+1\right)^{2 / p}
$$

It is now enough to consider

$$
\eta_{2}(\theta, t)=2 C\left(t^{2}+1\right)^{2 / p}, \quad \eta_{1}(\theta, t)=-\eta_{2}(\theta, t)
$$

Lemma 7.13 For any finite dimensional subspace $W$ of $H_{0}^{K}(\Omega)$ we have

$$
\lim _{u \in W,\|u\|_{K} \rightarrow \infty} \sup _{\theta \in[0,1]} J_{\theta}(u)=-\infty .
$$

Proof. By Hölder's inequality and the continuous embedding of $H_{0}^{K}(\Omega)$ into $L^{p}(\Omega)$ we can find $C>0$ such that

$$
J_{\theta}(u) \leq C\left(\|u\|_{K}^{2}-\|u\|_{K}^{p}-1\right) \quad \text { for all }(\theta, u) \in[0,1] \times W .
$$

This proves our lemma.
We are now able to complete the argument and finish the proof of Theorem 7.7. Let

$$
\mathscr{C}=\left\{\zeta \in C\left(H_{0}^{K}(\Omega), H_{0}^{K}(\Omega)\right): \zeta \text { is odd and }\left.\zeta\right|_{H_{0}^{K}(\Omega) \backslash \overline{B(0, R)}}=I d\right\}
$$

and

$$
c_{k}=\inf _{\zeta \in \mathscr{C}} \sup _{u \in X_{k}} J_{0}(\zeta(u))
$$

where $X_{k}$ are defined in (7.10). In order to apply Theorem 1.16 we only have to check that the sequence

$$
\left\{\frac{c_{k+1}-c_{k}}{\bar{\eta}_{1}\left(c_{k+1}\right)+\bar{\eta}_{2}\left(c_{k}\right)+1}\right\} \quad \text { is unbounded }
$$

where $\eta_{i}$ are given by Lemma 7.12. Assuming the contrary, it follows that

$$
\left\{\frac{c_{k+1}-c_{k}}{c_{k+1}^{1 / p}-c_{k}^{1 / p}+1}\right\} \quad \text { is bounded }
$$

so that

$$
\left\{\left|c_{k+1}^{(p-1) / p}-c_{k}^{(p-1) / p}\right|\right\}
$$

is bounded. Therefore, there exists a positive constant $B>0$ such that

$$
c_{k} \leq B k^{p /(p-1)} \quad \text { for all } k \geq 1
$$

Combining this estimate with Proposition 7.8 and $b_{k} \leq c_{k}$ we reach a contradiction in view of (7.8). Thus, one can apply Theorem 1.16, which implies the existence of infinitely many solutions of problem (7.7). This concludes the proof of Theorem 7.7.

Remark 24 The approach in this section follows an idea from Lancelotti et al. [127]. In fact, in [127] is obtained the existence of infinitely many solutions for the nonhomogeneous problem

$$
\begin{cases}(-\Delta)^{K} u=|u|^{p-2} u+\phi & \text { in } \Omega \\ \partial_{v}^{j} u=\phi_{j}, j=0,1, \ldots, K-1 & \text { on } \partial \Omega\end{cases}
$$

where $\phi \in L^{2}(\Omega), \phi_{j} \in H^{K-j-\frac{1}{2}}(\partial \Omega), j=0,1, \ldots, K-1$ and $2<p<2(N+K) / N$.

### 7.3 A Biharmonic Problem with Singular Nonlinearity

In this section we study the biharmonic elliptic problem

$$
\begin{cases}\Delta^{2} u=u^{-\alpha}, u>0 & \text { in } \Omega  \tag{7.20}\\ u=\partial_{v} u=0 & \text { on } \partial \Omega\end{cases}
$$

where $0<\alpha<1, \Omega \subset \mathbb{R}^{N}(N \geq 2)$ is a smooth bounded domain, $v$ is the exterior unit normal at $\partial \Omega$ and $\partial_{\nu}=\frac{\partial}{\partial v}$ is the outer normal derivative at $\partial \Omega$.

We denote by $G(\cdot, \cdot)$ the Green function associated with the biharmonic operator $\Delta^{2}$ subject to Dirichlet boundary conditions.

Throughout this section we assume that $\Omega \subset \mathbb{R}^{N}, N \geq 2$ satisfies:
(A1) The boundary $\partial \Omega$ is of class $C^{16}$ if $N=2$ and of class $C^{12}$ if $n \geq 3$.
(A2) The Green function $G(\cdot, \cdot)$ is positive.
The assumption (A1) on the regularity of $\partial \Omega$ goes back to Krasovskiĭ [122] (see also Dell'Acqua and Sweers [55]) and allows us to employ some sharp estimates for the biharmonic Green function (see Appendix B). The need for condition (A2) will become more clear once we specify what it is understood by a solution of (7.20).

Definition 7.14 We say that $u$ is a solution of (7.20) if

$$
u \in C(\bar{\Omega}), \quad u>0 \quad \text { in } \Omega
$$

and $u$ satisfies the integral equation

$$
\begin{equation*}
u(x)=\int_{\Omega} G(x, y) u^{-\alpha}(y) d y \quad \text { for all } x \in \Omega \tag{7.21}
\end{equation*}
$$

The restriction $0<\alpha<1$ is needed in order to make the integral in (7.21) finite. It will appear several times in the proofs in the following sections. Note also that condition (A2) above implies the standard maximum principle for the biharmonic operator in $\Omega$.

Let $\varphi_{1}$ be the first eigenfunction of $(-\Delta)$ in $H_{0}^{1}(\Omega)$. It is well known that $\varphi_{1}$ has constant sign in $\Omega$, so by a suitable normalization we may assume $\varphi_{1}>0$ in $\Omega$. Therefore, $\varphi_{1}$ satisfies

$$
\begin{cases}-\Delta \varphi_{1}=\lambda_{1} \varphi_{1}, \varphi_{1}>0 & \text { in } \Omega  \tag{7.22}\\ \varphi_{1}=0 & \text { on } \partial \Omega\end{cases}
$$

where $\lambda_{1}>0$ is the first eigenvalue of $(-\Delta)$. By the Hopf maximum principle [162] we have $\partial_{\nu} \varphi_{1}<0$ on $\partial \Omega$. Also, by the regularity of $\Omega$ we have $\varphi_{1} \in C^{4}(\bar{\Omega})$ and

$$
\begin{equation*}
c \delta(x) \leq \varphi_{1}(x) \leq \frac{1}{c} \delta(x) \quad \text { in } \Omega \tag{7.23}
\end{equation*}
$$

for some $0<c<1$, where $\delta(x)=\operatorname{dist}(x, \partial \Omega)$.
Proposition 7.15 Let $u$ be a solution of problem (7.20). Then, there exist $c_{1}, c_{2}>0$ such that u satisfies

$$
\begin{equation*}
c_{1} \delta^{2}(x) \leq u(x) \leq c_{2} \delta^{2}(x) \quad \text { in } \Omega \tag{7.24}
\end{equation*}
$$

Proof. Let $a(x)=\varphi_{1}^{2}(x), x \in \bar{\Omega}$. It is easy to see that since $\varphi_{1} \in C^{4}(\bar{\Omega})$ then $f:=\Delta^{2} a$ is bounded in $\bar{\Omega}$, so, by the continuity of $u$ there exists $m>0$ small enough such that

$$
u(x)-m a(x)=\int_{\Omega} G(x, y)\left[u^{-\alpha}(y)-m f(y)\right] d y \geq 0 \quad \text { for all } x \in \Omega
$$

Therefore,

$$
\begin{equation*}
u(x) \geq m a(x) \geq c_{0} \delta^{2}(x) \quad \text { in } \Omega \tag{7.25}
\end{equation*}
$$

for some $c_{0}>0$. This proves the first part of the inequality in (7.31). For the second part, assume first $N>4$ and let $x \in \Omega$. Using Proposition B.1(ii1), for all $y \in \Omega$ we have

$$
\begin{align*}
G(x, y) & \leq c|x-y|^{2-N} \delta^{2}(x) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2} \\
& \leq c|x-y|^{2-N} \delta^{2}(x) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2 \alpha}  \tag{7.26}\\
& =c|x-y|^{2-2 \alpha-N} \delta^{2}(x) \delta^{2 \alpha}(y) .
\end{align*}
$$

Now, from (7.25) and (7.26) we have

$$
\begin{align*}
u(x) & =\int_{\Omega} G(x, y) u^{-\alpha}(y) d y \\
& \leq c_{1} \int_{\Omega} G(x, y) \delta^{-2 \alpha}(y) d y \leq c_{2} \delta^{2}(x) \int_{\Omega}|x-y|^{2-2 \alpha-N} d y \\
& \leq c_{2} \delta^{2}(x) \int_{0 \leq|x-y| \leq \operatorname{diam}(\Omega)}|x-y|^{2-2 \alpha-N} d y  \tag{7.27}\\
& =c_{2} \delta^{2}(x) \int_{0}^{\operatorname{diam}(\Omega)} t^{1-2 \alpha} d t \\
& \leq c_{3} \delta^{2}(x) .
\end{align*}
$$

Let now $N=4$. We use Proposition B.1(ii2) to derive a similar inequality to (7.26). More precisely, for all $y \in \Omega$ we have

$$
\begin{align*}
G(x, y) & \leq c \log \left(2+\frac{\delta(y)}{|x-y|}\right) \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{2} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2 \alpha}  \tag{7.28}\\
& \leq c|x-y|^{-2-2 \alpha} \delta^{2}(x) \delta^{2 \alpha}(y) \log \left(2+\frac{\operatorname{diam}(\Omega)}{|x-y|}\right)
\end{align*}
$$

If $N=3$, let $\beta=\max \{0,2 \alpha-1 / 2\}<3 / 2$ and by Proposition B.1(ii4) we have

$$
\begin{align*}
G(x, y) & \leq c \delta^{1 / 2}(x) \delta^{1 / 2}(y) \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{3 / 2} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{3 / 2} \\
& \leq c|x-y|^{-3 / 2-\beta} \delta^{2}(x) \delta^{\beta+1 / 2}(y)  \tag{7.29}\\
& \leq C|x-y|^{-3 / 2-\beta} \delta^{2}(x) \delta^{2 \alpha}(y)
\end{align*}
$$

Finally, if $N=2$, let $\beta=\max \{0,2 \alpha-1\}<1$ and by Proposition B.1(ii3) we have

$$
\begin{align*}
G(x, y) & \leq c \delta(x) \delta(y) \min \left\{1, \frac{\delta(x)}{|x-y|}\right\} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\} \\
& \leq c|x-y|^{-1} \delta^{2}(x) \delta(y) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{\beta}  \tag{7.30}\\
& \leq c|x-y|^{-1-\beta} \delta^{2}(x) \delta^{1+\beta}(y) \\
& \leq C|x-y|^{-1-\beta} \delta^{2}(x) \delta^{2 \alpha}(y)
\end{align*}
$$

We now use the estimates (7.28)-(7.30) to derive a similar inequality to that in (7.27).

This completes the proof of Proposition 7.15.
Proposition 7.16 Let $0<\alpha<1$ and $u \in C(\bar{\Omega})$ be such that $u(x) \geq c_{0} \delta^{2}(x)$ in $\Omega$ for some $c_{0}>0$. Consider

$$
w(x)=\int_{\Omega} G(x, y) u^{-\alpha}(y) d y \quad \text { for all } x \in \bar{\Omega} .
$$

Then
(i) $w \in C^{2}(\bar{\Omega})$.
(ii) $w \in C^{3}(\bar{\Omega})$ for any $0<\alpha<1 / 2$.

Proof. With the same proof as in Proposition 7.15 it is easy to see that $v$ is well defined. For $0<\varepsilon<1$ small, define $\Omega_{\varepsilon}=\{x \in \bar{\Omega}: \delta(x)<\varepsilon\}$. Set $u_{\varepsilon}=\max \left\{u, c_{0} \varepsilon^{2}\right\}$ and

$$
w_{\varepsilon}(x)=\int_{\Omega} G(x, y) u_{\varepsilon}^{-\alpha}(y) d y \quad \text { for all } x \in \bar{\Omega} .
$$

It is easy to see that $w_{\varepsilon}=w$ on $\Omega \backslash \Omega_{\varepsilon}$. Since $u_{\varepsilon}^{-\alpha}$ is bounded in $\bar{\Omega}$, by the estimates in Proposition B. 1 it follows that $w_{\varepsilon} \in C^{3}(\bar{\Omega})$ and

$$
D_{x}^{k} w_{\varepsilon}(x)=\int_{\Omega} D_{x}^{k} G(x, y) u_{\varepsilon}^{-\alpha}(y) d y \quad \text { for all } x \in \bar{\Omega},
$$

for any $N$-dimensional multi-index $k$ with $|k| \leq 3$. The proof of this fact is similar to that of Lemma 4.1 in [99]. We employ in the following the same approach as in [99] to show that $w \in C^{2}(\bar{\Omega})$ (resp. $w \in C^{3}(\bar{\Omega})$ if $0<\alpha<1 / 2$ ).

Assume first $N>4$ and let $k$ be an $N$-dimensional multi-index with $|k| \leq 2$. Fix $\beta>0$ such that $2 \alpha<\beta<2$.

By Proposition B.1(i1) (if $|k|=2$ ) and (ii1) (if $|k| \leq 1$ ) we have

$$
\begin{aligned}
\mid D_{x}^{k} w_{\varepsilon}(x)- & \int_{\Omega} D_{x}^{k} G(x, y) u^{-\alpha}(y) d y \mid \\
& \leq \int_{\Omega_{\varepsilon}}\left|D_{x}^{k} G(x, y)\right|\left(u^{-\alpha}(y)+\left(c_{0} \varepsilon^{2}\right)^{-\alpha}\right) d y \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{4-|k|-N} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2} d y \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{4-|k|-N} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{\beta} d y \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{4-|k|-\beta-N} \delta^{\beta}(y) d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{\Omega}|x-y|^{4-|k|-\beta-N} d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{0 \leq|x-y| \leq \operatorname{diam}(\Omega)}|x-y|^{4-|k|-\beta-N} d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{0}^{\operatorname{diam}(\Omega)} t^{3-|k|-\beta} d t \\
& \leq c_{2} \varepsilon^{\beta-2 \alpha} \int_{0}^{\operatorname{diam}(\Omega)} t^{1-\beta} d t \\
& \leq c_{3} \varepsilon^{\beta-2 \alpha} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
\end{aligned}
$$

The case $2 \leq N \leq 4$ can be analyzed in the same way. For instance, if $N=3$ and $|k|=1$, we use Proposition B.1(ii2) to derive

$$
\begin{aligned}
\mid D_{x}^{k} w_{\varepsilon}(x)- & \int_{\Omega} D_{x}^{k} G(x, y) u^{-\alpha}(y) d y \mid \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}} \log \left(2+\frac{\delta(y)}{|x-y|}\right) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2} d y \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{-\beta} \delta^{\beta}(y) \log \left(2+\frac{\delta(y)}{|x-y|}\right) d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{-\beta} \log \left(2+\frac{\operatorname{diam}(\Omega)}{|x-y|}\right) d y \\
& \leq c_{2} \varepsilon^{\beta-2 \alpha} \int_{0}^{\operatorname{diam}(\Omega)} t^{2-\beta} \log \left(2+\frac{\operatorname{diam}(\Omega)}{t}\right) d t \\
& \leq c_{3} \varepsilon^{\beta-2 \alpha} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

We have obtained that

$$
D_{x}^{k} w_{\varepsilon} \rightarrow \int_{\Omega} D_{x}^{k} G(\cdot, y) u^{-\alpha}(y) d y \quad \text { uniformly as } \varepsilon \rightarrow 0
$$

for any $N$-dimensional multi-index $k$ with $0 \leq|k| \leq 2$. It follows that $w \in C^{2}(\bar{\Omega})$ and

$$
D_{x}^{k} w(x)=\int_{\Omega} D_{x}^{k} G(x, y) u^{-\alpha}(y) d y \quad \text { for all } x \in \bar{\Omega}
$$

for any multi-index $k$ with $0 \leq|k| \leq 2$.
(ii) Let $k$ be a multi-index with $|k|=3$ and $2 \alpha<\beta<1$. From Proposition B.1(i1) we have

$$
\begin{aligned}
\left|D_{x}^{k} w_{\varepsilon}(x)-\int_{\Omega} D_{x}^{k} G(x, y) u^{-\alpha}(y) d y\right| & \leq 2\left(c_{0} \varepsilon^{2}\right)^{-\alpha} \int_{\Omega_{\varepsilon}}\left|D_{x}^{k} G(x, y)\right| d y \\
& \leq c_{1} \varepsilon^{-2 \alpha} \int_{\Omega_{\varepsilon}}|x-y|^{1-N} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{\beta} d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{\Omega}|x-y|^{1-N-\beta} d y \\
& \leq c_{1} \varepsilon^{\beta-2 \alpha} \int_{0}^{\operatorname{diam}(\Omega)} t^{-\beta} d t \\
& \leq c_{2} \varepsilon^{\beta-2 \alpha} \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

since $\beta<1$. With the same arguments as above we find $w \in C^{3}(\bar{\Omega})$. This ends the proof.

Our main result concerning (7.20) is the following.

Theorem 7.17 Assume $0<\alpha<1$ and conditions (A1), (A2) hold. Then, the problem (7.20) has a unique solution $u$ and there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \delta^{2}(x) \leq u(x) \leq c_{2} \delta^{2}(x) \quad \text { in } \Omega \tag{7.31}
\end{equation*}
$$

where $\delta(x)=\operatorname{dist}(x, \partial \Omega)$. Moreover, $u \in C^{2}(\bar{\Omega})$ and if $0<\alpha<1 / 2$ then $u \in C^{3}(\bar{\Omega})$.
The existence of a solution will be obtained by means of the Schauder fixed point theorem. To this aim, we employ the estimates for the biharmonic Green function stated in Appendix B. The uniqueness relies heavily on the boundary estimate (7.31) which is obtained by using the behavior of the Green function (see Proposition 7.15).

Let $a(x)=\varphi_{1}^{2}(x), x \in \bar{\Omega}$. Motivated by Proposition 7.15 we will be looking for solutions $u$ of (7.20) in the form

$$
u(x)=a(x) v(x)
$$

where $v \in C(\bar{\Omega}), v>0$ in $\bar{\Omega}$. This leads us to the following integral equation for $v$ :

$$
\begin{equation*}
v(x)=\frac{1}{a(x)} \int_{\Omega} \frac{G(x, y)}{a^{\alpha}(y)} v^{-\alpha}(y) d y \quad \text { for all } x \in \bar{\Omega} . \tag{7.32}
\end{equation*}
$$

We can now regard (7.32) as the fixed point problem

$$
\mathscr{F}(v)=v,
$$

where

$$
\mathscr{F}(v)=\frac{1}{a(x)} \int_{\Omega} \frac{G(x, y)}{a^{\alpha}(y)} v^{-\alpha}(y) d y .
$$

Remark that $\mathscr{F}$ is an integral operator of the form

$$
\mathscr{F}(v)=\int_{\Omega} K(x, y) v^{-\alpha}(y) d y,
$$

where the kernel $K$ is given by

$$
K: \bar{\Omega} \times \Omega \rightarrow[0, \infty], \quad K(x, y)= \begin{cases}\frac{G(x, y)}{a(x) a^{\alpha}(y)} & \text { if } x, y \in \Omega, \\ \frac{\partial_{v}^{2} G(x, y)}{\partial_{v}^{2} a(x) a^{\alpha}(y)} & \text { if } x \in \partial \Omega, y \in \Omega\end{cases}
$$

Note that $K$ is well defined since $\partial_{v}^{2} a(x)=2\left(\partial_{\nu} \varphi_{1}(x)\right)^{2}>0$ on $\partial \Omega$.
We first need the following result.

Lemma 7.18 (i) For any $y \in \Omega$, the function $K(\cdot, y): \bar{\Omega} \rightarrow[0, \infty]$ is continuous;
(ii) The mapping

$$
\bar{\Omega} \ni x \mapsto \int_{\Omega} K(x, y) d y
$$

is continuous and there exists $M>1$ such that

$$
\begin{equation*}
\frac{1}{M} \leq \int_{\Omega} K(x, y) d y \leq M \quad \text { for all } x \in \bar{\Omega} \tag{7.33}
\end{equation*}
$$

Proof. (i) By the results in the Appendix B, $G: \Omega \times \Omega \rightarrow(0, \infty]$ is continuous (in the extended sense). Therefore $K(\cdot, y)$ is continuous (in the extended sense) in $\Omega$. It remains to prove the continuity of $K(\cdot, y)$ on $\partial \Omega$. Let $\varepsilon>0$. Since $G(\cdot, y) \in$ $C^{4}(\bar{\Omega} \backslash\{y\})$ and $a \in C^{4}(\bar{\Omega})$, for any $z \in \partial \Omega$ we have

$$
\begin{aligned}
& G(z+t v, y)=t^{2}\left(\frac{1}{2} \partial_{v}^{2} G(z, y)+G_{1}(z, t)\right) \quad \text { as } t \nearrow 0 \\
& a(z+t v, y)=t^{2}\left(\frac{1}{2} \partial_{v}^{2} a(z, y)+a_{1}(z, t)\right) \quad \text { as } t \nearrow 0
\end{aligned}
$$

where

$$
\lim _{t \nearrow 0} G_{1}(z, t)=\lim _{t \nearrow 0} a_{1}(z, t)=0 \quad \text { uniformly for } z \in \partial \Omega
$$

Hence, as $t \nearrow 0$ we have

$$
\begin{aligned}
|K(z+t v, y)-K(z, y)| & =\left|\frac{\frac{1}{2} \partial_{v}^{2} G(z, y)+G_{1}(z, t)}{\frac{1}{2} \partial_{v}^{2} a(z, y)+a_{1}(z, t)}-\frac{\partial_{v}^{2} G(z, y)}{\partial_{v}^{2} a(z, y)}\right| \\
& \leq \frac{\left|G_{1}(z, y)\right| \partial_{v}^{2} a(z, y)+\left|a_{1}(z, t)\right|\left|\partial_{v}^{2} G(z, y)\right|}{\partial_{v}^{2} a(z, y)\left|\frac{1}{2} \partial_{v}^{2} a(z, y)+a_{1}(z, t)\right|} .
\end{aligned}
$$

Thus, there exists $\eta_{1}>0$ such that

$$
\begin{equation*}
|K(z+t v, y)-K(z, y)|<\frac{\varepsilon}{2} \quad \text { for all } z \in \partial \Omega \text { and }-\eta_{1}<t<0 \tag{7.34}
\end{equation*}
$$

Also, by the smoothness of the boundary $\partial \Omega$ there exists $\eta_{2}>0$ such that

$$
\begin{equation*}
|K(z, y)-K(\bar{z}, y)|<\frac{\varepsilon}{2} \quad \text { for all } z, \bar{z} \in \partial \Omega,|z-\bar{z}|<\eta_{2} \tag{7.35}
\end{equation*}
$$

Define $\eta=\min \left\{\eta_{1}, \eta_{2}\right\} / 2$ and fix $z \in \partial \Omega$. Let now $x \in \bar{\Omega}$ be such that $|x-z|<\eta$. Also, let $\bar{x} \in \partial \Omega$ be such that $|x-\bar{x}|=\delta(x)=\operatorname{dist}(x, \partial \Omega)$. Then $|x-\bar{x}| \leq|x-z|<\eta$ and $|\bar{x}-z| \leq|x-\bar{x}|+|z-x|<2 \eta<\eta_{2}$ so by (7.35) we have

$$
\begin{equation*}
|K(\bar{x}, y)-K(z, y)|<\frac{\varepsilon}{2} . \tag{7.36}
\end{equation*}
$$

Now, from (7.34) and (7.36) we obtain

$$
|K(x, y)-K(z, y)| \leq|K(x, y)-K(\bar{x}, y)|+|K(\bar{x}, y)-K(z, y)|<\varepsilon
$$

so $K(\cdot, y)$ is continuous at $z \in \partial \Omega$. This completes the proof of (i).
(ii) Assume first $N>4$. Using (7.23) and Proposition B.1(ii1) we have

$$
\begin{aligned}
K(x, y) & \leq c_{1} \delta^{-2}(x) \delta^{-2 \alpha}(y) G(x, y) \\
& \leq c_{2}|x-y|^{2-N} \delta^{-2 \alpha}(y) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2} \\
& \leq c_{2}|x-y|^{2-N} \delta^{-2 \alpha}(y) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2 \alpha} \\
& \leq c_{2}|x-y|^{2-2 \alpha-N} \quad \text { for all } x, y \in \Omega .
\end{aligned}
$$

Since $0<\alpha<1$, the mapping $x \mapsto|x-y|^{2-2 \alpha-N}$ is integrable on $\Omega$, so by means of Lebesgue's dominated convergence theorem we deduce that $\bar{\Omega} \ni x \mapsto \int_{\Omega} K(x, y) d y$ is continuous. This fact combined with $K>0$ in $\Omega$ proves the existence of a number $M>1$ that satisfies (7.33).

For $2 \leq N \leq 4$ we proceed similarly with different estimates (as in the proof of Proposition 7.15) to derive the same conclusion. This finishes the proof of Lemma 7.18 .

We are now ready to prove Theorem 7.17. Let $M>1$ satisfy (7.33) and fix $0<$ $\varepsilon<1$ such that

$$
\begin{equation*}
\varepsilon^{1-\alpha^{2}} \leq M^{-1-\alpha} . \tag{7.37}
\end{equation*}
$$

Define

$$
g_{\varepsilon}: \mathbb{R} \rightarrow \mathbb{R}, \quad g_{\varepsilon}(t)= \begin{cases}\varepsilon^{-\alpha} & \text { if } t<\varepsilon \\ t^{-\alpha} & \text { if } t \geq \varepsilon\end{cases}
$$

and for any $v \in C(\bar{\Omega}), v>0$ in $\bar{\Omega}$ consider the operator

$$
T_{\varepsilon}(v)(x)=\int_{\Omega} K(x, y) g_{\varepsilon}(v(y)) d y \quad \text { for all } x \in \bar{\Omega}
$$

If $v \in C(\bar{\Omega})$ satisfies $v>0$ in $\bar{\Omega}$, then $g_{\varepsilon}(v) \leq \varepsilon^{-\alpha}$ in $\bar{\Omega}$ so by (7.33) we find $T_{\varepsilon}(v) \leq M \varepsilon^{-\alpha}$ in $\bar{\Omega}$. Let now

$$
v_{1} \equiv M^{-1-\alpha} \varepsilon^{\alpha^{2}}, \quad v_{2} \equiv M \varepsilon^{-\alpha} .
$$

and

$$
\left[v_{1}, v_{2}\right]=\left\{v \in C(\bar{\Omega}): v_{1} \leq v \leq v_{2}\right\}
$$

By Lemma 7.18 it is easy to see that $T_{\varepsilon}\left(\left[v_{1}, v_{2}\right]\right) \subseteq\left[v_{1}, v_{2}\right]$. Further, by Lemma 7.18 and the Arzela-Ascoli theorem, it follows that

$$
T_{\varepsilon}:\left[v_{1}, v_{2}\right] \rightarrow\left[v_{1}, v_{2}\right] \quad \text { is compact. }
$$

Hence, by Schauder's fixed point theorem, there exists $v \in C(\bar{\Omega}), v_{1} \leq v \leq v_{2}$ in $\bar{\Omega}$ such that $T_{\varepsilon}(v)=v$. By (7.37) it follows that $v \geq v_{1} \geq \varepsilon$ in $\bar{\Omega}$, so $g_{\varepsilon}(v)=v^{-\alpha}$. Therefore, $v$ satisfies (7.32), that is, $u=a v$ is a solution of (7.20). Now, the boundary estimate (7.31) and the regularity of solution $u$ follows from Proposition 7.15 and Proposition 7.16 respectively. In the following we derive the uniqueness of the solution to (7.20).

Let $u_{1}, u_{2}$ be two solutions of (7.20). Using Proposition 7.15 there exists $0<c<$ 1 such that

$$
\begin{equation*}
c \delta^{2}(x) \leq u_{i}(x) \leq \frac{1}{c} \delta^{2}(x) \quad \text { in } \Omega, i=1,2 \tag{7.38}
\end{equation*}
$$

This means that we can find a constant $C>1$ such that $C u_{1} \geq u_{2}$ and $C u_{2} \geq u_{1}$ in $\Omega$.

We claim that $u_{1} \geq u_{2}$ in $\Omega$. Supposing the contrary, let

$$
M=\inf \left\{A>1: A u_{1} \geq u_{2} \text { in } \Omega\right\}
$$

By our assumption, we have $M>1$. From $M u_{1} \geq u_{2}$ in $\Omega$, it follows that

$$
M^{\alpha} u_{2}(x)-u_{1}(x)=\int_{\Omega} G(x, y)\left[M^{\alpha} u_{2}^{-\alpha}(y)-u_{1}^{-\alpha}(y)\right] d y \geq 0 \quad \text { for all } x \in \Omega
$$

and then

$$
M^{\alpha^{2}} u_{1}(x)-u_{2}(x)=\int_{\Omega} G(x, y)\left[M^{\alpha^{2}} u_{1}^{-\alpha}(y)-u_{2}^{-\alpha}(y)\right] d y \geq 0 \quad \text { for all } x \in \Omega
$$

We have thus obtained $M^{\alpha^{2}} u_{1} \geq u_{2}$ in $\Omega$. Since $M>1$ and $\alpha^{2}<1$, this last inequality contradicts the minimality of $M$. Hence, $u_{1} \geq u_{2}$ in $\Omega$. Similarly we deduce $u_{1} \leq u_{2}$ in $\Omega$, so $u_{1} \equiv u_{2}$ and the uniqueness is proved. This finishes the proof of Theorem 7.17.

# Chapter 8 <br> Large Time Behavior of Solutions for Degenerate Parabolic Equations 

The saddest aspect of life right now is that science gathers knowledge faster than society gathers wisdom.

Isaac Asimov (1902-1992)

### 8.1 Introduction

We are concerned in this chapter with degenerate parabolic problems of type

$$
\begin{cases}\partial_{t} u=a(\delta(x)) u^{p} \Delta u+g(x, u) & \text { in } \Omega \times(0, \infty),  \tag{8.1}\\ u=0 & \text { in } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ is a smooth bounded domain, $\delta(x)=\operatorname{dist}(x, \partial \Omega)$ and $p \geq 1$. The initial data $u_{0}$ verifies $u_{0} \in C^{\alpha}(\bar{\Omega})$ and $u_{0}>0$ in $\Omega$.

If $a \equiv 1, p=2$ and $g(x, u)=u$, problem (8.1) arises in a model for the resistive diffusion of a forced free magnetic field in a plasma confined between two walls (we refer to Friedman and McLeod [79] and the references therein for further details). We mention here the works of Winkler [208-212] that deal with the case $a \equiv 1$. However, the case where $a$ is not constant have been less investigated.

Our aim in this chapter is to provide conditions such that (8.1) admits solutions which are global in time. If such solutions exist we also investigate their behavior as $t \rightarrow \infty$. It turns out that both existence and behavior of global solutions is
strongly related to the behavior of $g$ (resp. $a$ ) at infinity (resp. around the origin). These features are observed in our study by a close analysis of the associated elliptic equations whose solutions are the stabilizers for the time dependent problem (8.1). In our subsequent analysis we shall distinguish between the superlinear and sublinear case. The linear case will be considered in the last section of this chapter.

### 8.2 Superlinear Case

We are concerned in this section with the following parabolic problem

$$
\begin{cases}\partial_{t} u=a(\delta(x)) u^{p} \Delta u+g(u) & \text { in } \Omega \times(0, \infty),  \tag{8.2}\\ u=0 & \text { in } \partial \Omega \times(0, \infty), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega .\end{cases}
$$

We assume that $g \in C^{1}(0, \infty) \cap C[0, \infty)$ satisfies $g>0$ in $(0, \infty)$ and $(g 1)$ the mapping $(0, \infty) \ni s \longmapsto \frac{g(s)}{s^{p+1}}$ is nondecreasing.

As a consequence, $g$ is increasing and $g(0)=0$. Moreover, there exists

$$
\begin{equation*}
\ell:=\lim _{s \searrow 0} \frac{g(s)}{s^{p+1}} \in[0, \infty) \tag{8.3}
\end{equation*}
$$

The potential $a:[0, \infty) \rightarrow[0, \infty)$ is Hölder continuous and nondecreasing such that $a(0)=0$ and $a>0$ in $(0, \infty)$.

The main result in this section is the following.
Theorem 8.1 Assume that the potential a fulfills the condition

$$
\begin{equation*}
\int_{0}^{1} \frac{s}{a(s)} d s<\infty . \tag{8.4}
\end{equation*}
$$

Then, problem (8.2) has a unique solution $u$ which, in addition, satisfies

$$
\lim _{t \rightarrow \infty}\left\|(1+p t)^{1 / p} u(\cdot, t)-W\right\|_{L^{\infty}(\Omega)}=0
$$

where $W \in C^{2}(\Omega) \cap C(\bar{\Omega})$ is the unique solution of

$$
\begin{cases}-a(\delta(x)) \Delta W+\ell W=W^{1-p} & \text { in } \Omega  \tag{8.5}\\ W>0 & \text { in } \Omega \\ W=0 & \text { on } \partial \Omega\end{cases}
$$

Condition (8.4) appears as a naturally one in the context of stationary problems associated to (8.2). More precisely we have

Proposition 8.2 Assume that a satisfies (8.4). Then, for all $\ell \geq 0$ problem (8.5) has a unique classical solution $W \in C^{2}(\Omega) \cap C(\bar{\Omega})$.

In our setting we prove that condition (8.4) is also sufficient in order to ensure the existence of global solutions to the parabolic problem (8.2). This requirement enables us to determine the asymptotic profile of the unique solution to (8.2) as $t \rightarrow \infty$.

Proof of Theorem 8.1. We divide the proof into several steps.
Step 1: Existence. Let $\left(u_{n, 0}\right)_{n \geq 1} \subset C^{2}(\bar{\Omega})$ be a positive smooth sequence such that $\left(u_{n, 0}\right)_{n \geq 1}$ is decreasing and $\left\|u_{n, 0}-u_{0}\right\|_{L^{\infty}(\Omega)} \rightarrow 0$ as $n \rightarrow \infty$.

For $0<\varepsilon<1$ consider the approximated problem

$$
\begin{cases}\partial_{t} u=a_{\mathcal{E}}(\delta(x)) f_{\varepsilon}(u) \Delta u-g(u) & \text { in } \Omega \times(0, T), \\ u=u_{n, 0}+\varepsilon & \text { on } \Sigma_{T},\end{cases}
$$

where $a_{\varepsilon}(\delta(x))=a(\delta(x))+\varepsilon$ and $f_{\varepsilon}: \mathbb{R} \rightarrow[0, \infty)$ is a $C^{1}$ function defined by

$$
f_{\varepsilon}(s)= \begin{cases}\varepsilon^{p} & \text { if } s \leq \varepsilon / 2 \\ s^{p} & \text { if } s>\varepsilon\end{cases}
$$

By standard parabolic arguments, for all $0<\varepsilon<1$ there exists a local solution $u_{n, \varepsilon} \in C^{2,1}\left(\bar{\Omega} \times\left[0, T_{n, \varepsilon}\right)\right)$ such that $u_{n, \varepsilon} \geq \varepsilon$. Hence, $u_{n, \varepsilon}$ satisfies

$$
\begin{cases}\partial_{t} u_{n, \varepsilon}=a_{\varepsilon}(\delta(x)) u_{n, \varepsilon}^{p} \Delta u_{n, \varepsilon}-g\left(u_{n, \varepsilon}\right) & \text { in } \Omega \times\left(0, T_{n, \varepsilon}\right),  \tag{8.6}\\ u_{n, \varepsilon}=u_{n, 0}+\varepsilon & \text { on } \Sigma_{T_{n, \varepsilon}} .\end{cases}
$$

We claim that $T_{n, \varepsilon}=\infty$. To this aim, we provide uniform bounds for $u_{n, \varepsilon}$. Let $\zeta$ be a positive superharmonic function in $\Omega$ such that $\zeta \geq u_{n, 0}$ in $\Omega$; for instance we may consider $\zeta=M-|x|^{2}$ with $M>0$ large enough. Then $\bar{u}_{n, \varepsilon}:=\zeta+\varepsilon$ satisfies $\bar{u}_{n, \varepsilon} \geq u_{n, 0}+\varepsilon$ on $\Sigma_{T_{n, \varepsilon}}$ and

$$
\partial_{t} \bar{u}_{n, \varepsilon}-a_{\varepsilon}(\delta(x)) \bar{u}_{n, \varepsilon}^{p} \Delta \bar{u}_{n, \varepsilon}+g\left(\bar{u}_{n, \varepsilon}\right) \geq 0 \quad \text { in } \Omega \times\left(0, T_{n, \varepsilon}\right) .
$$

By Theorem 1.5 we have

$$
\begin{equation*}
u_{n, \varepsilon} \leq \bar{u}_{n, \varepsilon} \leq \zeta+1 \quad \text { in } \Omega \times\left(0, T_{n, \varepsilon}\right) . \tag{8.7}
\end{equation*}
$$

Let now $\eta>0$ be small enough and $\Omega_{\eta}=\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>\eta\}$. We denote by $\lambda_{1, \eta}, \varphi_{1, \eta}$ the first eigenvalue and the first eigenfunction of $(-\Delta)$ in $\Omega_{\eta}$. By (8.7) we also may define

$$
\beta:=\sup _{0<\varepsilon<1} \max _{\Omega \times\left(0, T_{n, \varepsilon}\right)}\left[f_{\varepsilon}\left(u_{\varepsilon}\right)(a(\delta)+1) \lambda_{1, \eta}+\frac{g\left(u_{\varepsilon}\right)}{u_{\varepsilon}}\right]<\infty .
$$

Let now $\underline{u}_{n, \varepsilon}=C e^{-\beta t} \varphi_{1, \eta}$, where $C=C(n, \eta)>0$ is small enough such that $C \varphi_{1, \eta}<u_{n, 0}$ in $\Omega_{\delta}$. Then $\underline{u}_{n, \varepsilon}$ satisfies

$$
\underline{u}_{n, \varepsilon} \leq u_{n, 0}+\varepsilon \quad \text { on }\left(\partial \Omega_{\eta} \times\left(0, T_{n, \varepsilon}\right)\right) \cup\left(\Omega_{\eta} \times\{0\}\right)
$$

and

$$
\begin{aligned}
\partial_{t} \underline{u}_{n, \varepsilon}-a_{\varepsilon}(\delta(x)) \underline{u}_{n, \varepsilon}^{p} \Delta \underline{u}_{n, \varepsilon} & +\frac{g\left(u_{n, \varepsilon}\right)}{u_{n, \varepsilon}} \underline{u}_{n, \varepsilon} \\
& =\underline{u}_{n, \varepsilon}\left[-\beta+f_{\varepsilon}\left(u_{n, \varepsilon}\right)(a(\delta)+1) \lambda_{1, \eta}+\frac{g\left(u_{n, \varepsilon}\right)}{u_{n, \varepsilon}}\right] \\
& \geq 0 \quad \text { in } \Omega_{\eta} \times\left(0, T_{n, \varepsilon}\right) .
\end{aligned}
$$

By Theorem 1.5 we now derive

$$
u_{n, \varepsilon} \geq \underline{u}_{n, \varepsilon}=C e^{-\beta t} \varphi_{1, \eta} \quad \text { in } \Omega_{\eta} \times\left(0, T_{n, \varepsilon}\right) .
$$

This last estimate combined with (8.7) leads us to $T_{n, \varepsilon}=\infty$. Let $v_{n, \varepsilon}=\partial_{t} u_{n, \varepsilon}$. By (8.6) we obtain

$$
\begin{aligned}
\partial_{t} v_{n, \varepsilon} & =a_{\varepsilon}(\delta(x)) p u_{n, \varepsilon}^{p-1} v_{n, \varepsilon} \Delta u_{n, \varepsilon}+a_{\varepsilon}(\delta(x)) u_{n, \varepsilon}^{p} \Delta v_{n, \varepsilon}-g^{\prime}\left(u_{n, \varepsilon}\right) v_{n, \varepsilon} \\
& =a_{\varepsilon}(\delta(x)) u_{n, \varepsilon}^{p} \Delta v_{n, \varepsilon}+v_{n, \varepsilon} \frac{p v_{n, \varepsilon}+p g\left(u_{n, \varepsilon}\right)-u_{n, \varepsilon} g^{\prime}\left(u_{n, \varepsilon}\right)}{u_{n, \varepsilon}} \quad \text { in } \Omega \times(0, \infty),
\end{aligned}
$$

and $v_{n, \varepsilon}=0$ on $\Sigma_{\infty}$. Again by Theorem 1.5 and taking into account that $\nabla^{2} v_{n, \varepsilon} \in$ $L^{\infty}(\Omega \times(0, \infty))$ we deduce $\partial_{t} u_{n, \varepsilon}=v_{n, \varepsilon} \geq 0$ in $\Omega \times(0, \infty)$. In particular this implies that $\Delta u_{n, \varepsilon} \geq 0$ in $\Omega \times(0, \infty)$. This allows us to apply Theorem 1.5 once more in order to derive that $\left\{u_{n, \varepsilon}\right\}_{n \geq 1}$ is nonincreasing in $\Omega \times(0, \infty)$.

For all $(x, t) \in \Omega \times(0, \infty)$, let $u_{n}(x, t)=\lim _{\varepsilon} \backslash 0 u_{n, \varepsilon}(x, t)$. By standard parabolic arguments $u_{n} \in C^{2,1}(\Omega \times(0, \infty)) \cap C(\bar{\Omega} \times[0, \infty))$ and $u_{n}$ satisfies

$$
\begin{cases}\partial_{t} u_{n}=a(\delta(x)) u_{n}^{p} \Delta u_{n}-g\left(u_{n}\right) & \text { in } \Omega \times(0, \infty)  \tag{8.8}\\ u_{n}=u_{n, 0} & \text { on } \Sigma_{\infty}\end{cases}
$$

Since $u_{n, \varepsilon} \geq u_{n+1, \varepsilon}$ on $\Sigma_{\infty}$ we may apply Theorem 1.5 in order to deduce that $\left\{u_{n}\right\}$ is decreasing. Let now $u(x, t)=\lim _{n \rightarrow \infty} u_{n}(x, t)$, for all $(x, t) \in \Omega \times(0, \infty)$. Then, by standard estimates we deduce from (8.8) that $u$ is a solution of (8.2). This completes the proof of the existence part.
Step 2: Uniqueness. We first consider the case $p>1$. Let $v \in C^{2,1}(\Omega \times[0, T)) \cap$ $C(\bar{\Omega} \times[0, T])$ be another solution of problem (8.2). By Theorem 1.5 we deduce $v \leq u_{\varepsilon}$ in $\Omega \times[0, T]$ so that, passing to the limit with $\varepsilon \rightarrow 0$ we obtain

$$
\begin{equation*}
v \leq u \quad \text { in } \Omega \times[0, T] \tag{8.9}
\end{equation*}
$$

Let $K$ be a compact subset of $\Omega \times(0, T)$ and fix $\Omega_{0} \subset \subset \Omega$ such that $K \subset \subset \Omega_{0}$. Also denote by $\mu_{1}, \phi_{1}$ the first eigenvalue resp. the first eigenfunction corresponding to the Laplace operator $(-\Delta)$ in $H_{0}^{1}\left(\Omega_{0}\right)$. Subtracting the two equations corresponding to $u$ and $v$ we find

$$
\frac{d}{d t}\left[\frac{v^{1-p}(x, t)-u^{1-p}(x, t)}{(p-1) a(\delta(x))}\right]=\Delta(u-v)+\frac{h(u)-h(v)}{a(\delta(x))} \quad \text { in } \Omega \times(0, T)
$$

where $h(s)=g(s) / s^{p}, s>0$. We now integrate over $[\eta, t], 0<\eta<t<T$ in the above equality and then we let $\eta \rightarrow 0$. We find

$$
\frac{v^{1-p}(x, t)-u^{1-p}(x, t)}{(p-1) a(\delta(x))}=\int_{0}^{t}\left[\Delta(u-v)+\frac{h(u)-h(v)}{a(\delta(x))}\right] d s \quad \text { in } \Omega \times(0, T)
$$

Next we multiply by $\phi_{1}$ and we integrate over $\Omega_{0}$. We obtain

$$
\begin{equation*}
\int_{\Omega_{0}} \frac{v^{1-p}(x, t)-u^{1-p}(x, t)}{(p-1) a(\delta(x))} \phi_{1} d x=\int_{0}^{t} \int_{\Omega_{0}}\left[\Delta(u-v)+\frac{h(u)-h(v)}{a(\delta(x))}\right] \phi_{1} d x d s . \tag{8.10}
\end{equation*}
$$

Setting

$$
\begin{equation*}
y(t):=\int_{\Omega_{0}}\left[\frac{v^{1-p}(x, t)-u^{1-p}(x, t)}{a(\delta(x))}\right] \phi_{1} d x, \quad 0<t<T \tag{8.11}
\end{equation*}
$$

from (8.10) we have

$$
y(t) \leq C \int_{0}^{t} \int_{\Omega_{0}}\left[\Delta\left(u_{\lambda}-v_{\lambda}\right)+\frac{h(u)-h(v)}{a(\delta(x))}\right] \phi_{1} d x d s, \quad 0<t<T
$$

By Green's identity and (8.9) we further obtain

$$
\begin{align*}
y(t) \leq & C \mu_{1} \int_{0}^{t} \int_{\Omega_{0}}(v-u) \phi_{1} d x d s+C \int_{0}^{t} \int_{\partial \Omega_{0}}(v-u) \frac{\partial \phi_{1}}{\partial v} d \sigma(x) d s \\
& +C \lambda \int_{0}^{t} \int_{\Omega_{0}} \frac{h(u)-h(v)}{a(\delta(x))} \phi_{1} d x d s \\
\leq & C \int_{0}^{t} \int_{\partial \Omega_{0}}(v-u) \frac{\partial \phi_{1}}{\partial v} d \sigma(x) d s+C \lambda \int_{0}^{t} \int_{\Omega_{0}} \frac{h(u)-h(v)}{a(\delta(x))} \phi_{1} d x d s  \tag{8.12}\\
\leq & c_{1} t \max _{\partial \Omega_{0}} w+C \lambda \int_{0}^{t} \int_{\Omega_{0}} \frac{h(u)-h(v)}{a(\delta(x))} \phi_{1} d x d s,
\end{align*}
$$

where $w=u-v$. Using the hypothesis $(g 1)$ we have that the mapping $(0, \infty) \ni s \longmapsto$ $h(s) / s$ is nondecreasing so that $(h(s) / s)^{\prime} \leq 0$ for all $s>0$. Thus,

$$
\begin{equation*}
\operatorname{sh}^{\prime}(s) \leq h(s) \quad \text { for all } s>0 \tag{8.13}
\end{equation*}
$$

By the mean value theorem we deduce

$$
\frac{h(u)-h(v)}{v^{1-p}-u^{1-p}}=\frac{h^{\prime}(\theta) \theta^{p}}{p-1} \leq \frac{\sup \left\{h^{\prime}(s) s^{p}: 0 \leq s \leq\|u\|_{L^{\infty}(\Omega \times[0, T])}\right\}}{p-1}<\infty .
$$

Hence, there exists a positive constant $c>0$ depending only on $\|u\|_{L^{\infty}(\Omega \times[0, T])}$ such that

$$
\begin{equation*}
h(u)-h(v) \leq c\left(v^{1-p}-u^{1-p}\right) \quad \text { in } \Omega \times(0, T) \tag{8.14}
\end{equation*}
$$

By (8.11)-(8.14) we finally obtain

$$
y(t) \leq c_{1} T \max _{\partial \Omega_{0}} w_{\lambda}(x)+c_{2} \int_{0}^{t} y(s) d s \quad \text { for all } 0<t<T .
$$

Now, Gronwall's inequality leads us to

$$
\int_{K}\left(v^{1-p}(x, t)-u^{1-p}(x, t)\right) \phi_{1} d x \leq y(t) \leq C \max _{\partial \Omega_{0}} w_{\lambda}(x) .
$$

Since the right-hand side tends to zero as $\Omega_{0} \rightarrow \Omega$, it follows that $u=v$ in $K$. Hence, $u \equiv v$ and the problem (8.2) has a unique solution.

If $p=1$ we proceed in the same manner. We have only to replace the definition of $y(t)$ in (8.11) by

$$
y(t):=\int_{\Omega_{0}}(\ln u(x, t)-\ln v(x, t)) \phi_{1} d x, \quad 0<t<T
$$

and then use (8.13) to derive the uniqueness of the global solution.

Step 3: Large time behavior.
Fix $0<\varepsilon<1$ and let

$$
v_{\varepsilon}(x, t)=\left(C_{\varepsilon}+p t\right)^{-1 / p}(W(x)+\varepsilon), \quad(x, t) \in \Omega \times(0, \infty),
$$

where $W$ is the unique solution of (8.5) and $C_{\varepsilon}>0$ is small enough such that

$$
\begin{equation*}
\varepsilon \geq C_{\varepsilon}^{1 / p}\left\|u_{0}\right\|_{L^{\infty}(\Omega)} \tag{8.15}
\end{equation*}
$$

Then $v_{\varepsilon} \geq u$ on $\Sigma_{\infty}$ and

$$
\begin{aligned}
\partial_{t} v_{\varepsilon}- & a(\delta(x)) v_{\varepsilon} \Delta v_{\varepsilon}+g\left(v_{\varepsilon}\right) \\
& \geq \partial_{t} v_{\varepsilon}-a(\delta(x)) v_{\varepsilon} \Delta v_{\varepsilon}+\ell v_{\varepsilon}^{p+1} \\
& =\left(C_{\varepsilon}+p t\right)^{-\frac{1+p}{p}}\left[-(W+\varepsilon)-a(\delta(x))(W+\varepsilon)^{p} \Delta W+\ell(W+\varepsilon)^{p+1}\right] \\
& =\left(C_{\varepsilon}+p t\right)^{-\frac{1+p}{p}}\left[-(W+\varepsilon)+(W+\varepsilon)^{p}\left(W^{1-p}-\ell W\right)+\ell(W+\varepsilon)^{p+1}\right] \\
& \geq\left(C_{\varepsilon}+p t\right)^{-\frac{1+p}{p}}\left[-(W+\varepsilon)+(W+\varepsilon)\left(\frac{W+\varepsilon}{W}\right)^{p-1}\right] \\
& \geq 0 \quad \text { in } \Omega \times(0, \infty) .
\end{aligned}
$$

By Theorem 1.5 we obtain $u \leq v_{\varepsilon}$ in $\Omega \times(0, \infty)$. This yields

$$
\begin{aligned}
(1+p t)^{1 / p} u(x, t)-W & \leq\left(\frac{C_{\varepsilon}+p t}{1+p t}\right)^{1 / p}(W+\varepsilon)-W \\
& =\left[1+\mathscr{O}\left(\frac{1}{t}\right)\right](W+\varepsilon)-W \quad \text { as } t \rightarrow \infty \\
& =\mathscr{O}\left(\frac{1}{t}\right)(W+\varepsilon)+\varepsilon \quad \text { as } t \rightarrow \infty
\end{aligned}
$$

Hence, we can find $t_{1}=t_{1}(\varepsilon)>0$ such that

$$
\begin{equation*}
\sup _{x \in \bar{\Omega}}\left[(1+p t)^{1 / p} u(x, t)-W\right] \leq 2 \varepsilon \quad \text { for all } t \geq t_{1} \tag{8.16}
\end{equation*}
$$

According to Proposition 8.2, there exists $W_{\eta} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ a unique solution of

$$
\left\{\begin{array}{cl}
-a(\delta(x)) \Delta W+(\ell+\eta) W=W^{1-p} & \text { in } \Omega_{\eta}  \tag{8.17}\\
W>0 & \text { in } \Omega_{\eta} \\
W=0 & \text { on } \partial \Omega_{\eta}
\end{array}\right.
$$

We claim that $\left\|W_{\eta}-W\right\|_{L^{\infty}\left(\Omega_{\eta}\right)} \rightarrow 0$ as $\eta \rightarrow \infty$.

Indeed, extending $W_{\eta}$ by zero on $\bar{\Omega} \backslash \Omega_{\eta}$, by Theorem 1.2 we obtain that $\left\{W_{\eta}\right\}$ is decreasing as $\eta \searrow 0$ and $W_{\eta} \leq W$ in $\Omega$. By standard elliptic arguments the sequence $\left\{W_{\eta}\right\}_{0<\eta<1}$ converges in $C_{\text {loc }}^{2}(\Omega)$ to a $C^{2}(\Omega) \cap C(\bar{\Omega})$ function which is a solution of (8.5). Since (8.5) has a unique solution we find $\left\|W_{\eta}-W\right\|_{L^{\infty}\left(\Omega_{\eta}\right)} \rightarrow 0$ as $\eta \rightarrow \infty$. This proves our claim.

In view of the above arguments, there exists $\eta>0$ such that

$$
\begin{equation*}
\left\|W-W_{\eta}\right\|_{L^{\infty}\left(\Omega_{\eta}\right)}<\varepsilon \quad \text { and } \quad\|W\|_{L^{\infty}\left(\Omega \backslash \Omega_{\eta}\right)}<\varepsilon \tag{8.18}
\end{equation*}
$$

where $W_{\eta}$ is the unique solution of (8.17).
Define

$$
w_{\eta}(x, t)=\left(C_{\eta}+p t\right)^{-1 / p} W(x), \quad(x, t) \in \Omega \times(0, \infty),
$$

where $C_{\eta}>0$ is such that

$$
\begin{equation*}
w_{\eta}(x, 0)=C_{\eta}^{-1 / p} W(x)<u_{0}(x) \quad \text { in } \Omega_{\eta} . \tag{8.19}
\end{equation*}
$$

Furthermore, taking into account the hypothesis (g1) and (8.3) we may choose $C_{\eta}>$ 0 such that

$$
\begin{equation*}
g\left(w_{\eta}\right)<(\ell+\eta) w_{\eta}^{p+1} \quad \text { in } \Omega_{\eta} . \tag{8.20}
\end{equation*}
$$

Then $w_{\eta} \leq u$ on $\left(\partial \Omega_{\eta} \times(0, \infty)\right) \cup\left(\Omega_{\delta} \times\{0\}\right)$ and

$$
\begin{aligned}
\partial_{t} w_{\eta}- & a(\delta(x)) w_{\eta} \Delta w_{\eta}+g\left(w_{\eta}\right) \\
& \leq \partial_{t} w_{\eta}-a(\delta(x)) w_{\eta} \Delta w_{\eta}+(\ell+\eta) v_{\varepsilon}^{p+1} \\
& =\left(C_{\varepsilon}+p t\right)^{-\frac{1+p}{p}}\left[-W_{\eta}-a(\delta(x)) W_{\eta}^{p} \Delta W_{\eta}+(\ell+\eta) W^{p+1}\right] \\
& =\left(C_{\varepsilon}+p t\right)^{-\frac{1+p}{p}} W_{\eta}^{p}\left[-W_{\eta}^{1-p}+a(\delta(x)) W_{\eta}^{p} \Delta W_{\eta}+\ell(W+\varepsilon)^{p+1}\right] \\
& =0 \quad \text { in } \Omega_{\eta} \times(0, \infty)
\end{aligned}
$$

Again by Theorem 1.5 we derive that $w_{\eta} \leq u$ in $\Omega_{\eta} \times(0, \infty)$ which yields

$$
W_{\eta}-(1+p t)^{1 / p} u(x, t) \leq\left[\left(C_{\eta}+p t\right)^{1 / p} u(x, t)-(1+p t)^{1 / p}\right] u(x, t) \rightarrow 0 \quad \text { as } t \rightarrow 0 .
$$

Hence, we may choose $t_{2}=t_{2}(\varepsilon, \eta)>0$ such that

$$
\begin{equation*}
\sup _{x \in \bar{\Omega}}^{\eta}\left[W_{\eta}(x)-(1+p t)^{1 / p} u(x, t)\right] \leq \varepsilon \quad \text { for all } t \geq t_{2} \tag{8.21}
\end{equation*}
$$

By (8.18) and (8.21) we then obtain

$$
\begin{aligned}
& \sup _{x \in \bar{\Omega}_{\eta}}\left[W(x)-(1+p t)^{1 / p} u(x, t)\right] \\
& \quad \leq\left\|W-W_{\eta}\right\|_{L^{\infty}\left(\Omega_{\delta}\right)}+\sup _{x \in \overline{\Omega_{\eta}}}\left[W_{\eta}(x)-(1+p t)^{1 / p} u(x, t)\right] \\
& \quad \leq 2 \varepsilon \text { for all } t \geq t_{2} .
\end{aligned}
$$

Also by (8.18) we have

$$
\sup _{x \in \Omega \backslash \Omega_{\eta}}\left[W(x)-(1+p t)^{1 / p} u(x, t)\right] \leq\|W\|_{L^{\infty}\left(\Omega \backslash \Omega_{\eta}\right)}<\varepsilon \quad \text { for all } t \geq 0
$$

Hence

$$
\begin{equation*}
\sup _{x \in \Omega}\left[W(x)-(1+p t)^{1 / p} u(x, t)\right] \leq 2 \varepsilon \quad \text { for all } t \geq 0 \tag{8.22}
\end{equation*}
$$

Combining now (8.16) and (8.22) we obtain the conclusion. This completes the proof.

### 8.3 Sublinear Case

In this section we are concerned with the following parabolic problem

$$
\begin{cases}\partial_{t} u=a(\delta(x)) u^{p}(\Delta u+\lambda g(u)) & \text { in } \Omega \times(0, T),  \tag{8.23}\\ u=0 & \text { in } \partial \Omega \times(0, T), \\ u(x, 0)=u_{0}(x) & \text { in } \Omega,\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ is a smooth bounded domain, $\delta(x)=\operatorname{dist}(x, \partial \Omega), T>0$, $\lambda>0$, and $p \geq 1$. Here we assume that $g \in C^{1}(0, \infty) \cap C[0, \infty)$ is a nondecreasing function such that $g>0$ in $(0, \infty)$ and $g$ has a sublinear growth, that is,
(g1) The mapping $(0, \infty) \ni s \longmapsto \frac{g(s)}{s}$ is nonincreasing.
(g2) $\lim _{s \searrow 0} \frac{g(s)}{s}=\infty$ and $\lim _{s \rightarrow \infty} \frac{g(s)}{s}=0$.
The standard example of function $g$ that satisfies $(g 1)-(g 2)$ is $g(s)=s^{q}$ with $0<q<1$. We also may consider:

$$
g(s)=s^{q} \ln \left(1+s^{r}\right), \quad g(s)=s^{q} \ln ^{r}(1+s), \quad g(s)=s^{q} \arctan s^{r},
$$

where $q, r \geq 0$ with $0<q+r<1$.

The initial data $u_{0}$ satisfies $u_{0} \in C^{1}(\bar{\Omega}), u_{0}>0$ in $\Omega$ and

$$
\begin{equation*}
c_{0} \delta(x) \leq u_{0}(x) \leq c_{1} \delta(x) \quad \text { in } \Omega \tag{8.24}
\end{equation*}
$$

for some positive constants $c_{0}, c_{1}>0$.
The main result in this section is the following.
Theorem 8.3 Assume that conditions $(g 1)-(g 2)$ hold. Then, for all $\lambda>0$, problem (8.23) has a unique global solution $u_{\lambda}$ such that:
(i) The mapping $(0, \infty) \ni \lambda \longmapsto u_{\lambda}(x, t)$ is increasing for all $(x, s) \in \Omega \times(0, \infty)$.
(ii) We have:

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u_{\lambda}(\cdot, t)-w_{\lambda}\right\|_{L^{\infty}(\Omega)}=0 \tag{8.25}
\end{equation*}
$$

where $w_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ is the unique solution of

$$
\left\{\begin{array}{cl}
-\Delta w=\lambda g(w) & \text { in } \Omega,  \tag{8.26}\\
w>0 & \text { in } \Omega, \\
w=0 & \text { on } \partial \Omega .
\end{array}\right.
$$

The first step in proving Theorem 8.3 is the following.
Proposition 8.4 Assume that $g \in C^{1}(0, \infty) \cap C[0, \infty)$ is positive on $(0, \infty)$ and satisfies $(g 1)-(g 2)$. Then, for all $\lambda>0$, problem (8.26) has a unique classical solution $w_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that

$$
\begin{equation*}
c_{1} \delta(x) \leq w_{\lambda} \leq c_{2} \delta(x) \quad \text { in } \Omega, \tag{8.27}
\end{equation*}
$$

for some positive constants $c_{1}, c_{2}$.
Moreover, if for fixed $\lambda>0$ we denote by $w_{\varepsilon} \in C^{2}(\Omega) \cap C(\bar{\Omega}), 0<\varepsilon<1$, the unique solution of

$$
\left\{\begin{array}{cl}
-\Delta w_{\varepsilon}=\lambda g\left(w_{\varepsilon}\right) & \text { in } \Omega  \tag{8.28}\\
w_{\varepsilon}>0 & \text { in } \Omega, \\
w_{\varepsilon}=\varepsilon & \text { on } \partial \Omega
\end{array}\right.
$$

then the sequence $\left\{w_{\varepsilon}\right\}_{0<\varepsilon<1}$ converges to $w_{\lambda}$ as $\varepsilon \searrow 0$ uniformly in $\bar{\Omega}$.

Proof. We divide the proof of Theorem 8.3 into several steps.
Step 1: Existence. Fix $\lambda>0$ and for $0<\varepsilon<1$ consider the approximated problem

$$
\begin{cases}\partial_{t} u_{\varepsilon}=a_{\varepsilon}(\delta(x)) f_{\varepsilon}\left(u_{\varepsilon}\right)\left(\Delta u_{\varepsilon}+\lambda g\left(u_{\varepsilon}\right)\right) & \text { in } \Omega \times(0, T), \\ u_{\varepsilon}=\varepsilon & \text { in } \partial \Omega \times(0, T), \\ u_{\varepsilon}(x, 0)=u_{0}(x)+\varepsilon & \text { in } \Omega,\end{cases}
$$

where $a_{\varepsilon}(\delta(x))=a(\delta(x))+\varepsilon$ and $f_{\varepsilon}: \mathbb{R} \rightarrow[0, \infty)$ is defined by

$$
f_{\varepsilon}(s)= \begin{cases}\varepsilon^{p} & \text { if } s \leq \varepsilon \\ s^{p} & \text { if } s>\varepsilon\end{cases}
$$

By standard parabolic arguments, for all $0<\varepsilon<1$ there exists a local solution $u_{\varepsilon} \in C^{2,1}\left(\bar{\Omega} \times\left[0, T_{\varepsilon}\right)\right)$ and $u_{\varepsilon} \geq \varepsilon$. Hence, $u_{\varepsilon}$ satisfies

$$
\begin{cases}\partial_{t} u_{\varepsilon}=a_{\varepsilon}(\delta(x)) u_{\varepsilon}^{p}\left(\Delta u_{\varepsilon}+\lambda g\left(u_{\varepsilon}\right)\right) & \text { in } \Omega \times\left(0, T_{\varepsilon}\right)  \tag{8.29}\\ u_{\varepsilon}=\varepsilon & \text { in } \partial \Omega \times\left(0, T_{\varepsilon}\right) \\ u_{\varepsilon}(x, 0)=u_{0}(x)+\varepsilon & \text { in } \Omega\end{cases}
$$

We claim that $T_{\varepsilon}=\infty$. To this aim, we provide a uniform upper bound for $u_{\varepsilon}$. Let $w_{\lambda}$ and $w_{\varepsilon}$ be the unique solutions of (8.26) and (8.28) respectively. Set $\bar{u}_{\varepsilon}:=$ $M w_{\varepsilon}$ where $M>1$ is large. In view of $(g 1)$ we derive that $g\left(\bar{u}_{\mathcal{\varepsilon}}\right) \leq M g\left(w_{\varepsilon}\right)$ in $\Omega$. Furthermore we have

$$
\begin{align*}
\partial_{t} \bar{u}_{\varepsilon}-a_{\varepsilon}(\delta(x)) \bar{u}_{\varepsilon}^{p}\left(\Delta \bar{u}_{\varepsilon}\right. & \left.+\lambda g\left(\bar{u}_{\varepsilon}\right)\right) \\
& =-a_{\varepsilon}(\delta(x)) \bar{u}_{\varepsilon}^{p}\left(\Delta \bar{u}_{\varepsilon}+\lambda g\left(\bar{u}_{\varepsilon}\right)\right)  \tag{8.30}\\
& \geq-a_{\varepsilon}(\delta(x)) M^{p+1} w_{\varepsilon}^{p}\left(\Delta w_{\varepsilon}+\lambda g\left(w_{\varepsilon}\right)\right) \\
& =0 \quad \text { in } \Omega \times\left(0, T_{\varepsilon}\right) .
\end{align*}
$$

In view of (8.27) and Proposition 8.4, for all $x \in \Omega$ we also have

$$
\bar{u}_{\varepsilon}=M w_{\varepsilon} \geq \varepsilon+(M-1) w_{\varepsilon} \geq \varepsilon+(M-1) w_{\lambda} \geq \varepsilon+(M-1) c_{1} \delta(x) .
$$

Letting $M>1$ sufficiently large, by (8.24) we deduce

$$
\begin{equation*}
\bar{u}_{\varepsilon}(x, 0) \geq u_{0}(x)+\varepsilon \quad \text { in } \Omega . \tag{8.31}
\end{equation*}
$$

Combining (8.30) and (8.31), by virtue of Lemma 4.5 we find $\varepsilon \leq u_{\varepsilon} \leq M w_{\varepsilon}$ in $\Omega \times\left(0, T_{\varepsilon}\right)$. Hence, we may continue the local solution $u_{\varepsilon}$ of (8.29) for all times. This means that $T_{\varepsilon}=\infty$ for all $0<\varepsilon<1$.

Next, let $\underline{u}_{\varepsilon}:=m \varphi_{1}+\varepsilon$. Using (8.24), we may find $0<m<1$ small enough such that $m \varphi_{1} \leq u_{0}$ in $\Omega$. In $\Omega \times(0, \infty)$ we also have

$$
\begin{align*}
\partial_{t} \underline{u}_{\varepsilon}-a_{\varepsilon}(\delta(x)) \underline{u}_{\varepsilon}^{p}\left(\Delta \underline{u}_{\varepsilon}\right. & \left.+\lambda g\left(\underline{u}_{\varepsilon}\right)\right) \\
& =-a_{\varepsilon}(\delta(x)) \underline{u}_{\varepsilon}^{p}\left(\Delta \underline{u}_{\varepsilon}+\lambda g\left(\underline{u}_{\varepsilon}\right)\right) \\
& \leq a_{\varepsilon}(\delta(x)) \underline{u}_{\varepsilon}^{p}\left(m \lambda_{1} \varphi_{1}-\lambda g\left(m \varphi_{1}+\varepsilon\right)\right)  \tag{8.32}\\
& \leq a_{\varepsilon}(\delta(x)) \underline{u}_{\varepsilon}^{p}\left(\lambda_{1}\left(m \varphi_{1}+\varepsilon\right)-\lambda g\left(m \varphi_{1}+\varepsilon\right)\right)
\end{align*}
$$

Since $\lim _{s}{ }_{\wedge} g(s) / s=\infty$, we may choose $0<m, \varepsilon_{0}<1$ sufficiently small such that

$$
\begin{equation*}
\frac{g\left(m \varphi_{1}+\varepsilon\right)}{m \varphi_{1}+\varepsilon}>\frac{\lambda_{1}}{\lambda} \quad \text { in } \Omega, \text { for all } 0<\varepsilon<\varepsilon_{0} \tag{8.33}
\end{equation*}
$$

By (8.32) and (8.33) we deduce

$$
\partial_{t} \underline{u}_{\varepsilon}-a_{\mathcal{E}}(\delta(x)) \underline{u}_{\varepsilon}^{p}\left(\Delta \underline{u}_{\varepsilon}+\lambda g\left(\underline{u}_{\varepsilon}\right)\right) \leq 0 \quad \text { in } \Omega \times(0, \infty) .
$$

Since $\underline{u}_{\varepsilon}=\varepsilon$ on $\partial \Omega$ and $\underline{u}_{\varepsilon} \leq \varepsilon+u_{0}$ in $\Omega$, by Lemma 4.5 we obtain $m \varphi_{1}+\varepsilon \leq u_{\varepsilon}$ in $\Omega \times(0, \infty)$. Hence, for all $0<\varepsilon<\varepsilon_{0}$ we have

$$
\begin{equation*}
m \varphi_{1}+\varepsilon \leq u_{\varepsilon} \leq M w_{\varepsilon} \quad \text { in } \Omega \times(0, \infty) \tag{8.34}
\end{equation*}
$$

Now, interior Hölder and Schauder estimates can be deduced in order to show that $\left(u_{\varepsilon}\right)_{0<\varepsilon<1}$ converges monotonically in any compact subset of $\Omega \times(0, \infty)$ to a function $u_{\lambda} \in C^{2,1}(\Omega \times(0, \infty)) \cap C(\bar{\Omega} \times[0, \infty))$ which is a solution of (8.23). Furthermore, from (8.34) we derive

$$
\begin{equation*}
m \varphi_{1} \leq u_{\lambda} \leq M w_{\lambda} \quad \text { in } \Omega \times(0, \infty) \tag{8.35}
\end{equation*}
$$

Step 2: Uniqueness and dependence on $\lambda$. We first consider the case $p>1$. Let $v_{\lambda} \in C^{2,1}(\Omega \times[0, T)) \cap C(\bar{\Omega} \times[0, T])$ be another solution of problem (8.23). By Lemma 4.5 we deduce $v_{\lambda} \leq u_{\varepsilon}$ in $\Omega \times[0, T]$ so that, passing to the limit and by (8.35) we obtain

$$
\begin{equation*}
v_{\lambda} \leq u_{\lambda} \leq w_{\lambda} \quad \text { in } \Omega \times[0, T] \tag{8.36}
\end{equation*}
$$

Let $K$ be a compact subset of $\Omega$ and fix $\Omega_{0} \subset \Omega$ such that $K \subset \subset \Omega_{0} \subset \subset \Omega$. Also denote by $\mu_{1}, \phi_{1}$ the first eigenvalue resp. the first eigenfunction corresponding to the Laplace operator $(-\Delta)$ in $H_{0}^{1}\left(\Omega_{0}\right)$. Subtracting the two equations corresponding
to $u$ and $v$ we find

$$
\frac{\partial_{t}\left(v_{\lambda}^{1-p}-u_{\lambda}^{1-p}\right)}{(p-1) a(\delta(x))}=\Delta\left(u_{\lambda}-v_{\lambda}\right)+\lambda g\left(u_{\lambda}\right)-\lambda g\left(v_{\lambda}\right) \quad \text { in } \Omega \times(0, T)
$$

We now integrate over $[\eta, t], 0<\eta<t<T$ in the above equality and then we let $\eta \rightarrow 0$. We find
$\frac{v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)}{(p-1) a(\delta(x))}=\int_{0}^{t}\left(\Delta\left(u_{\lambda}-v_{\lambda}\right)+\lambda g\left(u_{\lambda}\right)-\lambda g\left(v_{\lambda}\right)\right) d s \quad$ in $\Omega \times(0, T)$.
Next we multiply the last equality by $\phi_{1}$ and we integrate over $\Omega_{0}$. We obtain
$\int_{\Omega_{0}} \frac{v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)}{(p-1) a(\delta(x))} \phi_{1} d x=\int_{0}^{t} \int_{\Omega_{0}}\left(\Delta\left(u_{\lambda}-v_{\lambda}\right)+\lambda g\left(u_{\lambda}\right)-\lambda g\left(v_{\lambda}\right)\right) \phi_{1} d x d s$.

Since $v_{\lambda} \leq u_{\lambda}$ in $\Omega \times(0, T)$ and $p>1$, we deduce

$$
\begin{equation*}
\frac{v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)}{a(\delta(x))} \geq \frac{v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)}{\|a \circ \delta\|_{L^{\circ}(\Omega)}} \quad \text { in } \Omega \times(0, T) . \tag{8.38}
\end{equation*}
$$

Setting

$$
\begin{equation*}
y(t):=\int_{\Omega_{0}}\left(v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)\right) \phi_{1}(x) d x, \quad 0<t<T, \tag{8.39}
\end{equation*}
$$

from (8.37) and (8.38) we have

$$
y(t) \leq C \int_{0}^{t} \int_{\Omega_{0}}\left(\Delta\left(u_{\lambda}-v_{\lambda}\right)+\lambda g\left(u_{\lambda}\right)-\lambda g\left(v_{\lambda}\right)\right) \phi_{1} d x d s, \quad 0<t<T
$$

where $C=(p-1)\|a \circ \delta\|_{L^{\infty}(\Omega)}$. By Green's identity and (8.36) we further obtain

$$
\begin{align*}
y(t) \leq & C \mu_{1} \int_{0}^{t} \int_{\Omega_{0}}\left(v_{\lambda}-u_{\lambda}\right) \phi_{1} d x d s+C \int_{0}^{t} \int_{\partial \Omega_{0}}\left(v_{\lambda}-u_{\lambda}\right) \frac{\partial \phi_{1}}{\partial v} d \sigma(x) d s \\
& +C \lambda \int_{0}^{t} \int_{\Omega_{0}}\left(g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right)\right) \phi_{1} d x d s \\
\leq & C \int_{0}^{t} \int_{\partial \Omega_{0}}\left(v_{\lambda}-u_{\lambda}\right) \frac{\partial \phi_{1}}{\partial v} d \sigma(x) d s+C \lambda \int_{0}^{t} \int_{\Omega_{0}}\left(g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right)\right) \phi_{1} d x d s \\
\leq & c_{1} t \max _{\partial \Omega_{0}} w_{\lambda}+C \lambda \int_{0}^{t} \int_{\Omega_{0}}\left(g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right)\right) \phi_{1} d x d s . \tag{8.40}
\end{align*}
$$

Using the hypothesis $(g 1)$ we have $(g(s) / s)^{\prime} \leq 0$ for all $s>0$. Thus,

$$
\begin{equation*}
s g^{\prime}(s) \leq g(s) \quad \text { for all } s>0 \tag{8.41}
\end{equation*}
$$

and by the mean value theorem we deduce

$$
\frac{g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right)}{v_{\lambda}^{1-p}-u_{\lambda}^{1-p}}=\frac{g^{\prime}(\theta) \theta^{p}}{p-1} \leq \frac{\sup \left\{g^{\prime}(s) s^{p}: 0 \leq s \leq\left\|u_{\lambda}\right\|_{L^{\infty}(\Omega \times[0, T])}\right\}}{p-1}<\infty .
$$

Hence, there exists a positive constant $c>0$ depending only on $\left\|u_{\lambda}\right\|_{L^{\infty}(\Omega \times[0, T])}$ such that

$$
\begin{equation*}
g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right) \leq c\left(v_{\lambda}^{1-p}-u_{\lambda}^{1-p}\right) \quad \text { in } \Omega \times(0, T) \tag{8.42}
\end{equation*}
$$

By (8.39)-(8.42) we finally obtain

$$
\begin{equation*}
y(t) \leq c_{1} T \max _{\partial \Omega_{0}} w_{\lambda}(x)+c_{2} \int_{0}^{t} y(s) d s \quad \text { for all } 0<t<T . \tag{8.43}
\end{equation*}
$$

Now, Gronwall's inequality leads us to

$$
\int_{K}\left(v_{\lambda}^{1-p}(x, t)-u_{\lambda}^{1-p}(x, t)\right) \phi_{1}(x) d x \leq y(t) \leq C \max _{\partial \Omega_{0}} w_{\lambda}(x) .
$$

Since the right-hand side tends to zero as $\Omega_{0} \rightarrow \Omega$, it follows that $u_{\lambda}=v_{\lambda}$ in $K$. Hence, $u_{\lambda} \equiv v_{\lambda}$ and so problem (8.23) has a unique solution.

If $p=1$ we proceed in the same manner. We have only to replace the definition of $y(t)$ in (8.39) by

$$
y(t):=\int_{\Omega_{0}}\left(\ln u_{\lambda}(x, t)-\ln v_{\lambda}(x, t)\right) \phi_{1}(x) d x, \quad 0<t<T .
$$

Then, estimate (8.40) holds in our case. Also by (8.41) and the mean value property we have

$$
\frac{g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right)}{\ln u_{\lambda}-\ln v_{\lambda}}=g^{\prime}(\theta) \theta \leq \sup \left\{g^{\prime}(s) s: 0 \leq s \leq\left\|u_{\lambda}\right\|_{L^{\infty}(\Omega \times[0, T])}\right\}<\infty .
$$

Hence, there exists a positive constant $c>0$ depending only on $\left\|u_{\lambda}\right\|_{L^{\infty}(\Omega \times[0, T])}$ such that

$$
g\left(u_{\lambda}\right)-g\left(v_{\lambda}\right) \leq c\left(\ln u_{\lambda}-\ln v_{\lambda}\right) \quad \text { in } \Omega \times(0, T)
$$

Therefore, we again obtain (8.43) and use Gronwall's inequality which finally produces $u_{\lambda} \equiv v_{\lambda}$.

In order to prove the dependence on $\lambda$ let us fix $0<\lambda_{1}<\lambda_{2}$ and let $u_{\lambda_{1}, \varepsilon}$ and $u_{\lambda_{2}, \varepsilon}$ be the solutions of (8.29) corresponding to $\lambda_{1}$ and $\lambda_{2}$ respectively. By Lemma 4.5 we obtain $u_{\lambda_{1}, \varepsilon} \leq u_{\lambda_{2}, \varepsilon}$ in $\bar{\Omega} \times[0, \infty)$. Then, passing to the limit with $\varepsilon \searrow 0$ we
find $u_{\lambda_{1}} \leq u_{\lambda_{2}}$ in $\bar{\Omega} \times[0, \infty)$. By the strong maximum principle we further deduce $u_{\lambda_{1}}<u_{\lambda_{2}}$ in $\Omega \times(0, \infty)$.

Step 3: Asymptotic behavior. Fix $\lambda>0$. For all $0<\varepsilon<\varepsilon_{0}$ (where $\varepsilon_{0}$ is defined by (8.33)) let $u_{\varepsilon}^{-}$and $u_{\varepsilon}^{+}$be the unique solutions of

$$
\begin{cases}\partial_{t} u_{\varepsilon}^{-}=a_{\varepsilon}(\delta(x))\left(u_{\varepsilon}^{-}\right)^{p}\left(\Delta u_{\varepsilon}^{-}+\lambda g\left(u_{\varepsilon}^{-}\right)\right) & \text {in } \Omega \times(0, \infty),  \tag{8.44}\\ u_{\varepsilon}^{-}=m \varphi_{1}+\psi_{\varepsilon}^{-}(t) & \text { on } \Sigma_{\infty},\end{cases}
$$

and

$$
\begin{cases}\partial_{t} u_{\varepsilon}^{+}=a_{\varepsilon}(\delta(x))\left(u_{\varepsilon}^{+}\right)^{p}\left(\Delta u_{\varepsilon}^{+}+\lambda g\left(u_{\varepsilon}^{+}\right)\right) & \text {in } \Omega \times(0, \infty),  \tag{8.45}\\ u_{\varepsilon}^{+}=M w_{\varepsilon}+\psi_{\varepsilon}^{+}(t) & \text { on } \Sigma_{\infty},\end{cases}
$$

where $w_{\varepsilon}$ is the unique solution of (8.28) and $\psi_{\varepsilon}^{ \pm}:[0, \infty) \rightarrow \mathbb{R}$ are continuous differentiable functions such that

$$
\begin{gathered}
\psi_{\varepsilon}^{-}(0)=\frac{\varepsilon}{2},\left(\psi_{\varepsilon}^{-}\right)^{\prime} \geq 0 \text { in }[0, \infty), \text { and } \lim _{t \rightarrow \infty} \psi_{\varepsilon}^{-}(t)=\varepsilon \\
\psi_{\varepsilon}^{+}(0)=0,\left(\psi_{\varepsilon}^{+}\right)^{\prime} \leq 0 \text { in }[0, \infty), \text { and } \lim _{t \rightarrow \infty} \psi_{\varepsilon}^{+}(t)=\varepsilon(1-M)<0 .
\end{gathered}
$$

It is easy to see that $u_{\varepsilon}^{ \pm} \in C^{2,1}(\bar{\Omega} \times[0, \infty))$ and for all $0<\varepsilon<\varepsilon_{0}$ there holds

$$
m \varphi_{1}+\frac{\varepsilon}{2} \leq u_{\varepsilon}^{-} \leq u_{\varepsilon} \leq u_{\varepsilon}^{+} \leq M w_{\varepsilon} \quad \text { in } \bar{\Omega} \times[0, \infty)
$$

Furthermore, letting $v_{\varepsilon}^{ \pm}:=\partial_{t} u_{\varepsilon}^{ \pm}$, by (8.44) and (8.45) we derive

$$
\begin{equation*}
\partial_{t} v_{\varepsilon}^{ \pm}=a_{\varepsilon}(\delta(x))\left(u_{\varepsilon}^{p}\right)^{ \pm}\left(\Delta v_{\varepsilon}+\lambda g^{\prime}\left(u_{\varepsilon}^{ \pm}\right) v_{\varepsilon}^{ \pm}\right)+p \frac{\left(v_{\varepsilon}^{ \pm}\right)^{2}}{u_{\varepsilon}^{ \pm}} \quad \text { in } \Omega \times(0, \infty) \tag{8.46}
\end{equation*}
$$

Also notice that the coefficients in (8.46) are bounded. Since $\pm v_{\varepsilon}^{ \pm} \leq 0$ on $\Sigma_{\infty}$ by Lemma 4.5 we deduce $\pm v_{\varepsilon}^{ \pm} \leq 0$ in $\bar{\Omega} \times[0, \infty)$. Thus, there exists $w_{\varepsilon}^{ \pm}: \bar{\Omega} \rightarrow[0, \infty)$ such that

$$
u_{\varepsilon}^{-}(x, t) \nearrow w_{\varepsilon}^{-}(x) \quad \text { and } \quad u_{\varepsilon}^{+}(x, t) \searrow w_{\varepsilon}^{+}(x) \quad \text { as } t \rightarrow \infty .
$$

Letting $u_{n, \varepsilon}^{ \pm}(x, t):=u_{\varepsilon}^{ \pm}(x, t+n),(x, t) \in \bar{\Omega} \times[0,2]$, with the same arguments as in [207, Theorem 3.2] we obtain

$$
u_{n, \varepsilon}^{ \pm} \rightarrow w_{\varepsilon}^{ \pm} \quad \text { in } C^{2,1}(\bar{\Omega} \times[0,2]) \text { as } n \rightarrow \infty .
$$

This also yields

$$
\begin{equation*}
u_{\varepsilon}^{ \pm}(\cdot, t) \rightarrow w_{\varepsilon}^{ \pm} \quad \text { uniformly in } \bar{\Omega} \text { as } t \rightarrow \infty . \tag{8.47}
\end{equation*}
$$

Furthermore, $w_{\varepsilon}^{ \pm}$satisfies

$$
\left\{\begin{array}{cl}
-\Delta w_{\varepsilon}^{ \pm}=\lambda g\left(w_{\varepsilon}^{ \pm}\right) & \text {in } \Omega \\
w_{\varepsilon}^{ \pm}>0 & \text { in } \Omega \\
w_{\varepsilon}^{ \pm}=\varepsilon & \text { in } \partial \Omega
\end{array}\right.
$$

By the uniqueness of (8.28) it follows that $w_{\varepsilon}^{-} \equiv w_{\varepsilon}^{+} \equiv w_{\varepsilon}$.
Let $\eta>0$. Since $\left\|w_{\varepsilon}-w_{\lambda}\right\|_{L^{\infty}(\Omega)} \rightarrow 0$ as $\varepsilon \searrow 0$, we can find $\varepsilon>0$ such that

$$
\left|w_{\varepsilon}-w_{\lambda}\right| \leq \eta \quad \text { in } \bar{\Omega}
$$

On the other hand, by (8.47) we can find $T_{1}>0$ such that $u_{\varepsilon}^{+} \leq w_{\varepsilon}+\eta$ in $\bar{\Omega} \times\left[T_{1}, \infty\right)$. Hence,

$$
\begin{equation*}
u \leq u_{\varepsilon} \leq u_{\varepsilon}^{+} \leq w_{\varepsilon}+\eta \leq w_{\lambda}+2 \eta \quad \text { in } \bar{\Omega} \times\left[T_{1}, \infty\right) \tag{8.48}
\end{equation*}
$$

Let now $\widetilde{\Omega} \subset \subset \Omega$ be such that

$$
\begin{equation*}
\left|w_{\lambda}-\widetilde{w}_{\lambda}\right|<\eta \quad \text { in } \widetilde{\Omega} \tag{8.49}
\end{equation*}
$$

where $\widetilde{w}_{\lambda}$ is the unique solution of (8.26) in $\widetilde{\Omega}$. This yields $w_{\lambda} \leq \eta$ on $\partial \widetilde{\Omega}$. Using the asymptotic behavior of $w_{\lambda}$ described in (8.27) we obtain $\delta(x) \leq \eta / c_{1}$ on $\partial \widetilde{\Omega}$ and

$$
\begin{equation*}
w_{\lambda} \leq \frac{c_{2}}{c_{1}} \eta \quad \text { in } \bar{\Omega} \backslash \widetilde{\Omega} \tag{8.50}
\end{equation*}
$$

Let $\widetilde{\Sigma}_{\infty}=(\partial \widetilde{\Omega} \times(0, \infty)) \cup(\widetilde{\Omega} \times\{0\})$ and $0<\widetilde{\varepsilon}<\inf _{\widetilde{\Sigma}_{\infty}} u$ be such that for all $0<\varepsilon<\widetilde{\varepsilon}$ the solution $\widetilde{u}_{\varepsilon}^{-}$of (8.44) in $\widetilde{\Omega} \times[0, \infty)$ converges uniformly to some $\widetilde{w}_{\varepsilon}$ as $t \rightarrow \infty$. As we have already proved, $\widetilde{w}_{\varepsilon}$ is the unique solution of (8.28) in $\widetilde{\Omega}$ and $\widetilde{w}_{\mathcal{E}} \rightarrow \widetilde{w}_{\lambda}$ uniformly in $\widetilde{\Omega}$ as $\varepsilon \searrow 0$.

Fix $0<\varepsilon<\widetilde{\varepsilon}$ and $T_{2}>0$ such that

$$
\begin{equation*}
\widetilde{w}_{\varepsilon} \geq \widetilde{w}_{\lambda}-\eta \geq w_{\lambda}-2 \eta \quad \text { in } \widetilde{\Omega} \quad \text { and } \quad \widetilde{u}_{\varepsilon}^{-} \geq \widetilde{w}_{\varepsilon}-\eta \quad \text { in } \widetilde{\Omega} \times\left[T_{2}, \infty\right) \tag{8.51}
\end{equation*}
$$

Furthermore, since $u_{\lambda} \geq \widetilde{u}_{\varepsilon}^{-}$on $\widetilde{\Sigma}_{\infty}$, by Lemma 4.5 we deduce $u_{\lambda} \geq \widetilde{u}_{\varepsilon}^{-}$in $\widetilde{\Omega} \times[0, \infty)$.
Combining (8.49)-(8.51) we obtain

$$
\begin{gathered}
u_{\lambda} \geq \widetilde{u}_{\varepsilon}^{-} \geq \widetilde{w}_{\varepsilon}-\eta \geq w_{\lambda}-3 \eta \quad \text { in } \widetilde{\Omega} \times\left[T_{2}, \infty\right), \\
u_{\lambda} \geq 0 \geq w_{\lambda}-\frac{c_{2}}{c_{1}} \eta \quad \text { in }(\bar{\Omega} \backslash \widetilde{\Omega}) \times[0, \infty) .
\end{gathered}
$$

Therefore,

$$
\begin{equation*}
u_{\lambda}-w_{\lambda} \geq-c \eta \quad \text { in } \Omega \times\left[T_{2}, \infty\right) \tag{8.52}
\end{equation*}
$$

for some $c>0$ independent of $\varepsilon$ and $\eta$. Now, by (8.48) and (8.52) we finally obtain

$$
\lim _{t \rightarrow \infty}\left\|u_{\lambda}(\cdot, t)-w_{\lambda}\right\|_{L^{\infty}(\Omega)}=0
$$

This finishes the proof.

### 8.4 Linear Case

In this section we study the parabolic problem (8.23) for $g(u)=u$. We also assume that the potential $a$ satisfies

$$
\begin{equation*}
\int_{0}^{1} \frac{s}{a(s)} d s<\infty . \tag{8.53}
\end{equation*}
$$

Theorem 8.5 Assume that $g(u)=u$ and condition (8.53) holds. Then, for all $0<$ $\lambda<\lambda_{1}$, problem (8.23) has a unique global solution $u_{\lambda}$ which is increasing with respect to $\lambda$.

Moreover, if $U_{\lambda}(x, t):=u_{\lambda}(x, t)(1+p t)^{1 / p},(x, t) \in \bar{\Omega} \times[0, \infty)$ then:
(i) For all $0<\lambda<\lambda_{1}$ we have

$$
\lim _{t \rightarrow \infty}\left\|U_{\lambda}(\cdot, t)-W_{\lambda}\right\|_{L^{\infty}(\Omega)}=0
$$

where $W_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ is the unique solution of

$$
\left\{\begin{array}{cl}
-\Delta W=\frac{1}{a(\delta(x))} W^{1-p}+\lambda W & \text { in } \Omega  \tag{8.54}\\
W>0 & \text { in } \Omega \\
W=0 & \text { on } \partial \Omega
\end{array}\right.
$$

(ii) If $1 \leq p<2$ then $\lim _{\lambda} \not \lambda_{1}\left\|U_{\lambda}(x, \cdot)\right\|_{L^{\infty}(0, \infty)}=\infty$ uniformly on compact subsets of $\Omega$.

Before we start the proof of Theorem 8.5 we present some qualitative results regarding problem (8.54). More precisely, let us consider

$$
\left\{\begin{array}{cl}
-\Delta W=\frac{1}{a(\delta(x))} W^{-\alpha}+\lambda W & \text { in } \Omega  \tag{8.55}\\
W>0 & \text { in } \Omega \\
W=0 & \text { on } \partial \Omega
\end{array}\right.
$$

where $a$ satisfies (8.53) and $\alpha \geq 0$. We have:
Proposition 8.6 Let $\alpha \geq 0, \lambda>0$, and a satisfy (8.53). We have:
(i) Problem (8.55) has classical solutions if and only if $\lambda<\lambda_{1}$.
(ii) For all $0<\lambda<\lambda_{1}$ problem (8.55) has a unique classical solution $W_{\lambda}$. In addition, $W_{\lambda}$ has the following properties:
(ii1) The mapping $\left(0, \lambda_{1}\right) \ni \lambda \longmapsto W_{\lambda}(x)$ is increasing for all $x \in \Omega$.
(ii2) There exists a nondecreasing function $H:[0, \infty) \rightarrow[0, \infty)$ such that for all $0<\lambda<\lambda_{1}$ we can find $0<m<M$ (depending on $\lambda$ ) with the property

$$
\begin{equation*}
m \delta(x) \leq W_{\lambda} \leq M H(\delta(x)) \quad \text { in } \Omega \tag{8.56}
\end{equation*}
$$

(ii3) If $0 \leq \alpha<1$ then $\lim _{\lambda} \not \lambda_{1} W_{\lambda}=\infty$ uniformly on compact subsets of $\Omega$.
Proof of Theorem 8.5. Let us remark first that $u$ is a global solution of (8.23) if and only if

$$
U(x, t):=u(x, t)(1+p t)^{1 / p}, \quad(x, t) \in \bar{\Omega} \times[0, \infty)
$$

satisfies

$$
\begin{cases}(1+p t) \partial_{t} U=a(\delta(x)) U^{p}(\Delta U+\lambda U)+U & \text { in } \Omega \times(0, \infty) \\ U=0 & \text { on } \partial \Omega \times(0, \infty) \\ U(x, 0)=u_{0}(x) & \text { on } \Omega .\end{cases}
$$

Next, with the change of variable

$$
t=\frac{1}{p}\left(e^{p s}-1\right), \quad s \geq 0
$$

we find that $V(x, s):=U\left(x, \frac{1}{p}\left(e^{p s}-1\right)\right)$ verifies

$$
\begin{cases}\partial_{s} V=a(\delta(x)) V^{p}(\Delta V+\lambda V)+V & \text { in } \Omega \times(0, \infty),  \tag{8.57}\\ V=0 & \text { on } \partial \Omega \times(0, \infty), \\ V(x, 0)=u_{0}(x) & \text { on } \Omega\end{cases}
$$

As in the proof of Theorem 8.3, for all $0<\varepsilon<1$ there exists a unique solution $V_{\varepsilon}$ of the approximated problem

$$
\begin{cases}\partial_{s} V=a_{\varepsilon}(\delta(x)) V^{p}(\Delta V+\lambda V)+V & \text { in } \Omega \times\left(0, s_{\varepsilon}\right)  \tag{8.58}\\ V=\varepsilon & \text { on } \partial \Omega \times\left(0, s_{\varepsilon}\right) \\ V(x, 0)=u_{0}(x)+\varepsilon & \text { on } \Omega\end{cases}
$$

in a maximal interval $\left[0, s_{\varepsilon}\right)$ with respect to the time variable. In order to prove that $s_{\varepsilon}=\infty$, let us consider $\underline{V}_{\varepsilon}:=m \varphi_{1}+\varepsilon$. By (8.24) we can find $m>0$ small enough such that $\underline{V}_{\varepsilon} \leq u_{0}+\varepsilon$ in $\Omega$. We have
$\partial_{s} \underline{V}_{\varepsilon}-a_{\varepsilon}(\delta(x)) \underline{V}_{\varepsilon}^{p}\left(\Delta \underline{V}_{\varepsilon}+\lambda \underline{V}_{\varepsilon}\right)-\underline{V}_{\varepsilon} \leq\left[(a(\delta(x))+1)\left(m \varphi_{1}+\varepsilon\right)^{p}\left(\lambda_{1}-\lambda\right)-1\right] m \varphi_{1}$, in $\Omega \times\left(0, s_{\varepsilon}\right)$. Thus, we can chose $m, \varepsilon_{0}>0$ small enough such that

$$
\partial_{s} \underline{V}_{\varepsilon}-a_{\varepsilon}(\delta(x)) \underline{V}_{\varepsilon}^{p}\left(\Delta \underline{V}_{\varepsilon}+\lambda \underline{V}_{\varepsilon}\right)-\underline{V}_{\varepsilon} \leq 0 \quad \text { in } \Omega \times\left(0, s_{\varepsilon}\right),
$$

for all $0<\varepsilon<\varepsilon_{0}$. By Lemma 4.5 we deduce $V_{\varepsilon} \geq \underline{V}_{\varepsilon}$ in $\bar{\Omega} \times\left[0, s_{\varepsilon}\right)$.
Let $W_{\varepsilon} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be the unique solution of

$$
\left\{\begin{align*}
-\Delta W=\frac{1}{a(\delta(x))+\varepsilon} W^{-\alpha}+\lambda W & \text { in } \Omega  \tag{8.59}\\
W>0 & \text { in } \Omega \\
W=\varepsilon & \text { on } \partial \Omega
\end{align*}\right.
$$

Due to the presence of the potential $a(\delta(x))+\varepsilon$ in (8.59) we are not able to show that $\left\{W_{\varepsilon}\right\}_{0<\varepsilon<1}$ is monotone with respect to $\varepsilon$. However, we still have the following result which is essential in our further analysis.

Proposition 8.7 The sequence $\left(W_{\varepsilon}\right)_{0<\varepsilon<1}$ converges uniformly as $\varepsilon \searrow 0$ to the unique solution $W_{\lambda}$ of problem (8.55).

It is now easy to see that $\bar{V}_{\varepsilon}:=M W_{\varepsilon}$ satisfies

$$
\begin{equation*}
\partial_{s} \bar{V}_{\varepsilon}-a_{\varepsilon}(\delta(x)) \bar{V}_{\varepsilon}^{p}\left(\Delta \bar{V}_{\varepsilon}+\lambda \bar{V}_{\varepsilon}\right)-\bar{V}_{\varepsilon} \geq 0 \quad \text { in } \Omega \times\left(0, s_{\varepsilon}\right) . \tag{8.60}
\end{equation*}
$$

On the other hand, $c \varphi_{1}+\varepsilon$ is a subsolution of (8.59) for $c>0$ sufficiently small and by Theorem 1.2 we deduce $W_{\varepsilon} \geq c \varphi_{1}+\varepsilon$ in $\Omega$. Hence, taking $M>1$ large enough, in view of (8.24) we have

$$
\begin{equation*}
\bar{V}_{\varepsilon}=M W_{\varepsilon} \geq M\left(c \varphi_{1}+\varepsilon\right) \geq u_{0}+\varepsilon \quad \text { in } \Omega \tag{8.61}
\end{equation*}
$$

By (8.60), (8.61) and Theorem 1.5 we obtain

$$
\underline{V}_{\varepsilon} \leq V_{\varepsilon} \leq \bar{V}_{\varepsilon} \quad \text { in } \bar{\Omega} \times\left[0, s_{\varepsilon}\right)
$$

This shows that $V_{\varepsilon}$ is actually a global solution of (8.58). From now on we can employ the same technique as in the proof of Theorem 8.3 in order to show that for all $0<\lambda<\lambda_{1}$ problem (8.57) has a unique global solution $V_{\lambda} \in C^{2,1}(\Omega \times(0, \infty)) \cap$ $C(\bar{\Omega} \times[0, \infty))$ such that the mapping $\left(0, \lambda_{1}\right) \ni \lambda \longmapsto V_{\lambda}(x, s)$ is increasing for all $(x, s) \in \Omega \times(0, \infty)$.

Next, the estimate (ii2) in Proposition 8.6 allows us to employ the same arguments as in Step 3 of Theorem 8.3 in order to obtain

$$
\begin{equation*}
\lim _{s \rightarrow \infty}\left\|V_{\lambda}(\cdot, s)-W_{\lambda}\right\|_{L^{\infty}(\Omega)}=0 \tag{8.62}
\end{equation*}
$$

where $W_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ is the unique solution of (8.55). The only difference is that due to the estimate (8.56), relation (8.50) should be replaced by $W_{\lambda} \leq$ $M H(\eta / m)$ in $\bar{\Omega} \backslash \widetilde{\Omega}$, where $m, M>0$ are the constants from (8.56).

We now prove that asymptotic behavior in (ii) holds for $V_{\lambda}$. To this aim, assume that $1 \leq p<2$ and let $\omega \subset \subset \Omega$ be fixed. By Proposition 8.6 (ii3), for any $M>0$ there exists $0<\lambda_{0}<\lambda_{1}$ such that $W_{\lambda_{0}}>M+1$ in $\omega$. In view of (8.62) we can find $s_{0}>0$ such that

$$
\left|V_{\lambda_{0}}-W_{\lambda_{0}}\right| \leq 1 \quad \text { in } \omega \times\left[s_{0}, \infty\right)
$$

which yields $V_{\lambda_{0}} \geq W_{\lambda_{0}}-1 \geq M$ in $\omega \times\left[s_{0}, \infty\right)$. Since $V_{\lambda}$ is increasing with respect to $\lambda$ we find that

$$
V_{\lambda} \geq M \quad \text { in } \omega \times\left[s_{0}, \infty\right), \text { for all } \lambda_{0} \leq \lambda<\lambda_{1}
$$

Hence $\lim _{\lambda} \not \lambda_{1}\left\|V_{\lambda}(x, \cdot)\right\|_{L^{\infty}(0, \infty)}=\infty$ uniformly on compact subsets of $\Omega$.
Finally, since $U_{\lambda}$ and $V_{\lambda}$ are related by $U_{\lambda}(x, t)=V_{\lambda}\left(x, \frac{1}{p} \ln (1+p t)\right)$, the conclusion in Theorem 8.5 follows immediately. This completes the proof.

# Chapter 9 <br> Reaction-Diffusion Systems Arising in Chemistry 

To accomplish great things, we must not only act, but also dream; not only plan, but also believe.

Anatole France (1844-1924)

### 9.1 Introduction

Many physical, chemical, biological, environmental and even sociological processes are driven by reaction-diffusion systems. These are multi-component models involving two different mechanisms: on the one hand there is diffusion, a random particle movement, and on the other hand there are chemical, biological or sociological reactions representing instantaneous interactions, which depend on the state variables themselves and possibly also explicitly on the particles' position.

In the early 1950s, the British mathematician Alan M. Turing [197] proposed a model that accounts for pattern formation in morphogenesis. Turing [197] suggested that under certain conditions, chemicals can react and diffuse in such a way to produce steady-state heterogeneous spatial patterns of chemical or morphogen concentrations. He showed that a system of two reacting and diffusing chemicals could give rise to spatial patterns from initial near-homogeneity. The idea behind Turing's model is the existence of a low-range diffusing activator and a widerange diffusing inhibitor. The activator production is inhibited by the presence of inhibitors and enhanced by the presence of the activator. In contrast, the inhibitor
is not self-enhancing, that is, its production is not linked to the presence of other inhibitors, but to the presence of activators. Turing systems show a very rich behavior from the pattern formation point of view, varying from spots to stripes and from lamellar to chaotic structures.

Lately, many Turing-type models described by coupled systems of reactiondiffusion equations have been used for generating patterns in both organic and inorganic systems.

### 9.2 Brusselator Model

In this section we shall be concerned with Turing patterns in a general Brusselator model for autocatalytic oscillating chemical reactions. An autocatalytic reaction is one in which a species acts to increase the rate of its producing reaction. In many autocatalytic systems complex dynamics are seen, including multiple steady-states and periodic orbits. The study of oscillating reactions has only been the subject of interest for the last fifty years, starting with the Belousov-Zhabotinsky chemical reactions.

There is now a large number of real and hypothetical systems that provide insight into the complex behavior of autocatalytic systems. Among them we mention the Brusselator model [161], Gray-Scott model [100], Lengyel-Epstein model [133], Oregonator model [73], Schnakenberg model [174], Sel'klov model [175].

The Brusselator model was introduced by Prigogine and Lefever [161] in 1968. It consists of the following four intermediate reaction steps

$$
A \rightarrow X, \quad B+X \rightarrow Y+D, \quad 2 X+Y \rightarrow 3 X, \quad X \rightarrow E .
$$

The global reaction is $A+B \rightarrow D+E$ and corresponds to the transformation of input products $A$ and $B$ into output products $D$ and $E$.

Using the law of mass action, we can derive the reaction-diffusion system associated to the above reactions as

$$
\begin{cases}u_{t}-d_{1} \Delta u=a-(b+1) u+f(u) v & \text { in } \Omega \times(0, T), \\ v_{t}-d_{2} \Delta v=b u-f(u) v & \text { in } \Omega \times(0, T) .\end{cases}
$$

The unknowns $u, v$ in the above system represent the concentrations of two intermediary reactants having the diffusion rates $d_{1}, d_{2}>0$ while $a, b>0$ are fixed concentrations. The Brusselator system has been extensively investigated in recent decades from both analytical and numerical points of view (see for instance [ $9,32,69,84,113,124,157,159,198,217])$.

In the following we shall be concerned with the more general system

$$
\begin{cases}u_{t}-d_{1} \Delta u=a-(b+1) u+f(u) v & \text { in } \Omega \times(0, T),  \tag{9.1}\\ v_{t}-d_{2} \Delta v=b u-f(u) v & \text { in } \Omega \times(0, T), \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { on } \Omega, \\ \frac{\partial u}{\partial v}(x, t)=\frac{\partial u}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times(0, T),\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ is a smooth and bounded domain, $a, b, d_{1}, d_{2}$ are positive constants and $f \in C^{1}(0, \infty) \cap C[0, \infty)$ is a nonnegative and nondecreasing function such that $f>0$ in $(0, \infty)$. The initial data $u_{0}, v_{0}$ are nonnegative continuous functions in $\bar{\Omega}$.

Our further analysis will reveal the fact that the dynamics of (9.1) and its associated steady-state is strongly related to the behavior of the nonlinearity $f$. We shall assume that $f$ satisfies one of the following hypotheses:
either $f$ is sublinear, that is,
$(f 1)$ the mapping $(0, \infty) \ni s \longrightarrow \frac{f(s)}{s}$ is nonincreasing;
of $f$ has a superlinear character, namely,
$(f 2)$ the mapping $(0, \infty) \ni s \longrightarrow \frac{f(s)}{s}$ is nondecreasing.
Particular attention will be paid to the steady states of (9.1), that is, solutions of

$$
\left\{\begin{align*}
-d_{1} \Delta u & =a-(b+1) u+f(u) v & & \text { in } \Omega  \tag{9.2}\\
-d_{2} \Delta v & =b u-f(u) v & & \text { in } \Omega, \\
\frac{\partial u}{\partial v} & =\frac{\partial v}{\partial v}=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

It is easily seen that there exists a unique uniform steady state of (9.2), namely

$$
\begin{equation*}
(u, v)=\left(a, \frac{a b}{f(a)}\right) . \tag{9.3}
\end{equation*}
$$

We shall also investigate the asymptotic stability of the above constant solution. In particular, we shall see that if $f$ has a sublinear growth, then the constant solution
$(u, v)$ defined by (9.3) is uniformly asymptotically stable. Moreover, in the sublinear case on $f$ we prove that (9.3) is the unique solution of system (9.2), so there are no Turing patterns in this case. In turn, if $f$ satisfies $(f 2)$, the analysis of (9.2) is more involved. The existence of Turing patterns (and implicitly of nonconstant solutions to (9.2)) is strongly dependent on the diffusion coefficients $d_{1}, d_{2}$ and on the parameters $a, b$. The most important issue in the study of steady-state solutions are the a priori estimates. Using a similar approach to that in [84], we are able to find precise upper and lower bounds for solutions to (9.2) in terms of $a, b, d_{1}, d_{2}$ for any dimension $N \geq 1$. This allows us to extend the study of the standard Brusselator system started in $[32,84,159]$. As a consequence, we are able to provide existence results in terms of $a, b, d_{1}$ and $d_{2}$ in case where $f$ has a superlinear growth.

### 9.2.1 Existence of Global Solutions

In this section we establish the existence of global solutions to (9.1). Our first result concerns the case where $f$ is sublinear.

Theorem 9.1 Assume that $f$ satisfies $(f 1)$ and $\lim _{s \rightarrow \infty} f(s) / s=0$. Then, for any $a, b, d_{1}, d_{2}>0$ and any nonnegative continuous functions $u_{0}, v_{0}$, the system (9.1) has at least one global solution.

Proof. The proof relies on the invariant region method (see, e.g., [182, 215]). To this aim, we rewrite the system (9.1) in the vectorial form

$$
\mathbf{w}_{t}=\left(\begin{array}{cc}
d_{1} & 0  \tag{9.4}\\
0 & d_{2}
\end{array}\right) \Delta \mathbf{w}+F(\mathbf{w}) \quad \text { in } \Omega \times(0, \infty),
$$

where $\mathbf{w}=(u, v)^{T}$ and

$$
F(\mathbf{w})=\binom{a-(b+1) u+f(u) v}{b u-f(u) v}
$$

We claim that the rectangle $\Sigma:=\left[0, c_{1}\right] \times\left[0, c_{2}\right]$ is an invariant region for (9.4) provided $c_{1}, c_{2}>0$ are large enough. In view of $(f 1)$ we can choose $c_{1}>$ $\max \left\{2 a,\left\|u_{0}\right\|_{L^{\infty}}\right\}$ such that

$$
\frac{(b+1 / 2) c_{1}}{f\left(c_{1}\right)}>\left\|v_{0}\right\|_{L^{\infty}}
$$

and define

$$
c_{2}:=\frac{(b+1 / 2) c_{1}}{f\left(c_{1}\right)}
$$

We also write $\Sigma$ as

$$
\Sigma=\left\{\mathbf{w}=(u, v)^{T} \in C(\bar{\Omega}) \cap C(\bar{\Omega}): G_{i}(\mathbf{w}) \leq 0,1 \leq i \leq 4\right\}
$$

where

$$
G_{1}(\mathbf{w})=-u, G_{2}(\mathbf{w})=u-c_{1}, G_{3}(\mathbf{w})=-v, G_{4}(\mathbf{w})=v-c_{2} .
$$

It is obviously that the initial data $\left(u_{0}, v_{0}\right)$ belongs to the interior of $\Sigma$. If $\mathbf{w}=$ $(u, v)^{T} \in \partial \Sigma$, by the definition of $c_{1}$ and $c_{2}$ we have

$$
\nabla G_{1} \cdot F_{\left.\right|_{u=0}}=-a-f(0) v<0
$$

$$
\begin{gathered}
\nabla G_{2} \cdot F_{\left.\right|_{u=c_{1}}}=a-(b+1) c_{1}+f\left(c_{1}\right) v \leq a-(b+1) c_{1}+f\left(c_{1}\right) c_{2}=a-\frac{c_{1}}{2} \leq 0, \\
\nabla G_{3} \cdot F_{\left.\right|_{v=0}}=-b u \leq 0 \\
\nabla G_{4} \cdot F_{\left.\right|_{v=c_{2}}}=b u-f(u) v=u\left(b-\frac{f(u)}{u}\right) \leq u\left(b-\frac{f\left(c_{1}\right)}{c_{1}} c_{2}\right)<0
\end{gathered}
$$

By Theorem 14.13 in [182] it follows that $\Sigma$ is invariant for (9.4). Thus, there exists a global solution of (9.4).

Next, we turn our attention to the case where $f$ is superlinear. For the standard Brusselator model, that is, $f(u)=u^{2}$, the existence of a global solution to (9.1) was obtained by Rothe [172]. Here, the existence of global solution to (9.1) is derived for more general nonlinearities $f$ under the restriction $d_{1}=d_{2}$ and the initial data $u_{0}$ is strictly positive in $\bar{\Omega}$ (see [96]).

Theorem 9.2 Assume that $d_{1}=d_{2}>0$, the initial data $u_{0}, v_{0}$ are continuous functions in $\bar{\Omega}$ such that $u_{0}>0, v_{0} \geq 0$ in $\bar{\Omega}$ and the nonlinearity $f$ satisfies $(f 2)$ and $\lim _{s \rightarrow 0} f(s) / s=0$. Then, for any $a, b>0$, the system (9.1) has a global solution.

Proof. With the change of variable we can assume $d_{1}=d_{2}=1$. For $\varepsilon>0$ small enough we consider the related problem

$$
\begin{cases}u_{t}-\Delta u=a-(b+1) u+f(u) v & \text { in } \Omega \times(0, \infty)  \tag{9.5}\\ v_{t}-\Delta v=b u-f(u) v & \text { in } \Omega \times(0, \infty) \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x)+\varepsilon & \text { on } \Omega \\ \frac{\partial u}{\partial v}(x, t)=\frac{\partial v}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times(0, \infty)\end{cases}
$$

By standard parabolic arguments, there exists a classical solution $\left(u^{\varepsilon}, u^{\varepsilon}\right)$ of (9.5) in a maximal interval $\left(0, T_{\max }^{\varepsilon}\right)$. We claim that $T_{\max }^{\varepsilon}=\infty$. First, by (9.5) we have that $U^{\varepsilon}$ satisfies

$$
u_{t}^{\varepsilon}-\Delta u^{\varepsilon}+(b+1) u^{\varepsilon} \geq a>0 \quad \text { in } \Omega \times\left(0, T_{\max }^{\varepsilon}\right)
$$

Since $u_{0}>0$ in $\bar{\Omega}$, there exists a constant $k>0$ independent of $\varepsilon$ such that

$$
\begin{equation*}
u^{\varepsilon} \geq k \quad \text { in } \Omega \times\left(0, T_{\max }^{\varepsilon}\right) . \tag{9.6}
\end{equation*}
$$

Since $\lim _{s \rightarrow 0} f(s) / s=0$, we can choose $k>0$ small enough such that

$$
\begin{equation*}
v_{0}+1 \leq \frac{b k}{f(k)} \quad \text { in } \bar{\Omega} \tag{9.7}
\end{equation*}
$$

The function $v$ satisfies

$$
\begin{cases}v_{t}^{\varepsilon}-\Delta v^{\varepsilon}=b u^{\varepsilon}-f\left(u^{\varepsilon}\right) v^{\varepsilon} & \text { in } \Omega \times\left(0, T_{\max }^{\varepsilon}\right),  \tag{9.8}\\ v^{\varepsilon}(x, 0)=v_{0}(x)+\varepsilon & \text { on } \Omega, \\ \frac{\partial v^{\varepsilon}}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times\left(0, T_{\max }^{\varepsilon}\right) .\end{cases}
$$

Using (9.6) and that fact that $f$ satisfies $(f 2)$ we can easily deduce that the interval

$$
\Sigma:=[0, b k / f(k)]
$$

is an invariant region for (9.8). This means that

$$
\begin{equation*}
v(x, t) \leq \frac{b k}{f(k)}=\text { const. } \quad \text { in } \bar{\Omega} \times\left(0, T_{\max }^{\varepsilon}\right) . \tag{9.9}
\end{equation*}
$$

Adding the first two equations in (9.5) we have

$$
\left(u^{\varepsilon}+u^{\varepsilon}\right)_{t}-\Delta\left(u^{\varepsilon}+u^{\varepsilon}\right)+\frac{1}{d_{1}}\left(u^{\varepsilon}+u^{\varepsilon}\right) \leq a+\frac{b k}{d_{1} f(k)} \quad \text { in } \Omega \times\left(0, T_{\max }^{\varepsilon}\right) .
$$

By maximum principle we deduce that $u^{\varepsilon}+v^{\varepsilon} \leq M$ in $\bar{\Omega} \times\left(0, T_{\max }^{\varepsilon}\right)$, for some constant $M>0$ independent of $\varepsilon$. Therefore, for $\varepsilon>0$ small enough, $u^{\varepsilon}, u^{\varepsilon}$ satisfy

$$
\varepsilon \leq u^{\varepsilon}, v^{\varepsilon} \leq M \quad \text { in } \bar{\Omega} \times\left(0, T_{\max }^{\varepsilon}\right) .
$$

This yields $T_{\max }^{\varepsilon}=\infty$, so $u^{\varepsilon}$ and $v^{\varepsilon}$ exist globally. Also by standard parabolic arguments and up to a subsequence, $u^{\varepsilon}$ and $v^{\varepsilon}$ converge to some functions $u$ and $v$ which are global solutions to (9.1). This finishes the proof of Theorem 9.2.

### 9.2.2 Stability of the Uniform Steady State

The linearization of (9.4) at $\mathbf{w}_{0}=(a, a b / f(a))^{T}$ is

$$
\mathbf{w}_{t}=\left(\begin{array}{cc}
d_{1} & 0  \tag{9.10}\\
0 & d_{2}
\end{array}\right) \Delta \mathbf{w}+\nabla F\left(\mathbf{w}_{0}\right) \cdot \mathbf{w}+\mathscr{O}\left(\left\|\mathbf{w}-\mathbf{w}_{0}\right\|^{2}\right) .
$$

Denote by

$$
0=\mu_{0}<\mu_{1}<\mu_{2}<\cdots<\mu_{n}<\cdots
$$

the eigenvalues of $-\Delta$ with homogeneous Neumann boundary condition. For any $k \geq 0$ we also denote by $e\left(\mu_{k}\right)$ the multiplicity of $\mu_{k}$. Consider

$$
\begin{equation*}
\mathbf{X}=\left\{\mathbf{w}=(u, v) \in C^{1}(\bar{\Omega}) \times C^{1}(\bar{\Omega}): \frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \text { on } \partial \Omega\right\} \tag{9.11}
\end{equation*}
$$

and decompose

$$
\begin{equation*}
\mathbf{X}=\bigoplus_{k \geq 0} \mathbf{X}_{k}, \tag{9.12}
\end{equation*}
$$

where $\mathbf{X}_{k}$ denotes the eigenspace corresponding to $\mu_{k}, k \geq 0$.
Theorem 9.3 Assume that

$$
\begin{equation*}
f(a)>\frac{b a f^{\prime}(a)}{f(a)}-b-1 \tag{9.13}
\end{equation*}
$$

and the first eigenvalue $\mu_{1}$ of the Dirichlet operator subject to homogeneous Neumann condition satisfies

$$
\begin{equation*}
\mu_{1}>\frac{1}{d_{1}}\left(\frac{b a f^{\prime}(a)}{f(a)}-b-1\right)-\frac{f(a)}{d_{2}} . \tag{9.14}
\end{equation*}
$$

Then the steady-state $\mathbf{w}_{0}$ is uniformly asymptotically stable.

Proof. Define $\mathscr{L}: \mathbf{X} \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega})$ by

$$
\mathscr{L}=\left(\begin{array}{cc}
d_{1} \Delta+\frac{b a f^{\prime}(a)}{f(a)}-b-1 & f(a) \\
b-\frac{b a f^{\prime}(a)}{f(a)} & d_{2} \Delta-f(a)
\end{array}\right) .
$$

Then $\mathbf{X}_{k}$ is invariant for $\mathscr{L}$ and $\xi_{k}$ is an eigenvalue of $\mathscr{L}$ on $\mathbf{X}_{k}$ if and only if $\xi$ is an eigenvalue of the matrix

$$
A_{k}=\left(\begin{array}{cc}
-d_{1} \mu_{k}+\frac{b a f^{\prime}(a)}{f(a)}-b-1 & f(a) \\
b-\frac{b a f^{\prime}(a)}{f(a)} & -d_{2} \mu_{k}-f(a)
\end{array}\right)
$$

The determinant and trace of $A_{k}$ are

$$
\begin{align*}
\operatorname{det}\left(A_{k}\right) & =\mu_{k}\left[d_{1} d_{2} \mu_{k}+d_{1} f(a)-d_{2}\left(\frac{b a f^{\prime}(a)}{f(a)}-b-1\right)\right]+f(a)  \tag{9.15}\\
\operatorname{Tr}\left(A_{k}\right) & =\frac{b a f^{\prime}(a)}{f(a)}-b-1-f(a)-\left(d_{1}+d_{2}\right) \mu_{k}
\end{align*}
$$

Remark that for any $k \geq 0$ we have

$$
\operatorname{det}\left(A_{k}\right)>0>\operatorname{Tr}\left(A_{k}\right)
$$

Denote by $\xi_{k}^{+}$and $\xi_{k}^{-}$the two eigenvalues of $A_{k}, k \geq 0$.
If $\xi_{k}^{+}, \xi_{k}^{-}$are complex numbers, then by (9.14) we have

$$
\operatorname{Re}\left(\xi_{k}^{+}\right)=\operatorname{Re}\left(\xi_{k}^{-}\right)=\frac{1}{2} \operatorname{Tr}\left(A_{k}\right) \leq \frac{1}{2}\left(\frac{b a f^{\prime}(a)}{f(a)}-b-1-f(a)\right)<0 .
$$

If $\xi_{k}^{+}, \xi_{k}^{-}$are real numbers, then by (9.14) we have

$$
\begin{aligned}
\xi_{k}^{-} \leq \xi_{k}^{+} & =\frac{\operatorname{Tr}\left(A_{k}\right)+\sqrt{\operatorname{Tr}^{2}\left(A_{k}\right)-4 \operatorname{det}\left(A_{k}\right)}}{2} \\
& =\frac{2 \operatorname{det}\left(A_{k}\right)}{\operatorname{Tr}\left(A_{k}\right)-\sqrt{\operatorname{Tr}^{2}\left(A_{k}\right)-4 \operatorname{det}\left(A_{k}\right)}} \\
& \leq \frac{\operatorname{det}\left(A_{k}\right)}{\operatorname{Tr}\left(A_{k}\right)} \\
& <0
\end{aligned}
$$

Since $\mu_{k} \rightarrow \infty$ as $k \rightarrow \infty$, from the above estimate we deduce $\xi_{k}^{+} \rightarrow-\infty$ as $k \rightarrow \infty$.
Hence, in both the above cases we can find $\delta>0$ such that the spectrum of $\mathscr{L}$ lies in the region $\{z \in \mathbb{C}: \operatorname{Re}(z)<-\delta\}$. By Theorem 5.1.1. in [110] we obtain that $\mathbf{w}_{0}$ is asymptotically uniformly stable for (9.4). This ends the proof.

If $f$ satisfies $(f 1)$ then $\frac{b a f^{\prime}(a)}{f(a)}-b-1<0$ so that both conditions (9.13) and (9.14) are satisfied. In this case we obtain

Corollary 9.4 If $f$ satisfies $(f 1)$ then $\mathbf{w}_{0}$ is uniformly asymptotically stable.

### 9.2.3 Diffusion-Driven Instability

In this section we point out that under certain conditions on the parameters $a$ and $b$, the uniform steady state $\left(u_{0}, v_{0}\right)$ defined by (9.3) can be linearly stable in the absence of diffusion but unstable in the presence of diffusion. This is the well-known phenomenon of diffusion-driven instability emphasized by Turing in his pioneering work [197].

Let us consider the spatially homogeneous system corresponding to (9.1):

$$
\begin{cases}\frac{d u}{d t}=a-(b+1) u+f(u) v, & t>0  \tag{9.16}\\ \frac{d v}{d t}=b u-f(u) v, & t>0\end{cases}
$$

We have the following result.
Theorem 9.5 Assume that

$$
\begin{equation*}
f(a)>\frac{b a f^{\prime}(a)}{f(a)}-b-1>0 \tag{9.17}
\end{equation*}
$$

Then, there exist $d^{*}, D^{*}>0$ such that for all

$$
0<d_{1}<d^{*} \quad \text { and } \quad d_{2}>D^{*}
$$

the steady-state $\mathbf{w}_{0}=(a, b a / f(a))^{T}$ is uniformly asymptotically stable for the system (9.16) and instable for the system (9.1), that is, Turing instabilities occur.

Remark that (9.17) does not hold if $f$ satisfies $(f 1)$.
Proof. Using the same approach as in Theorem 9.3 we have that $\mathbf{w}_{0}$ is uniformly asymptotically stable for (9.16) provided (9.17) holds. Also by (9.17) we can choose $D^{*}>0$ large enough such that

$$
\mu_{1} D^{*}\left(\frac{b a f^{\prime}(a)}{f(a)}-b-1\right)>f(a) .
$$

Using (9.15), for all $d_{2}>D^{*}$ we have

$$
\lim _{d_{1} \searrow 0} \operatorname{det}\left(A_{1}\right) \leq f(a)-\mu_{1} D^{*}\left(\frac{b a f^{\prime}(a)}{f(a)}-b-1\right)<0 .
$$

Therefore we can find $d^{*}>0$ such that

$$
\operatorname{det}\left(A_{1}\right)<0 \quad \text { for all } 0<d_{1}<d^{*}, d_{2}>D^{*}
$$

This implies that $A_{1}$, and so the operator $\mathscr{L}$, has at least one positive eigenvalue. By [110, Corollary 5.1.1] it follows that $\mathbf{w}_{0}$ is uniformly asymptotically unstable. This finishes the proof.

### 9.2.4 A Priori Estimates

Using Theorem 1.1 we first derive that if $f$ satisfies $(f 1)$ then (9.2) has no nonconstant solutions. More precisely we have.

Theorem 9.6 Assume that $f$ satisfies $(f 1)$. Then, $(u, v)=\left(a, \frac{a b}{f(a)}\right)$ is the unique solution of system (9.2).

Proof. Let $(u, v)$ be a classical solution of (9.2). Let also $x_{1}$ (resp. $x_{2}$ ) be a maximum point of $u$ (resp. $v$ ) and $x_{3}$ (resp. $x_{4}$ ) be a minimum point of $u$ (resp. v) in $\bar{\Omega}$. Using Theorem 1.1(i) in the first equation of (9.2) we have

$$
\begin{equation*}
(b+1) u\left(x_{1}\right) \leq a+f\left(u\left(x_{1}\right)\right) v\left(x_{1}\right) . \tag{9.18}
\end{equation*}
$$

Now, Theorem 1.1(i) applied to the second equation in (9.2) yields

$$
b u\left(x_{2}\right) \geq f\left(u\left(x_{2}\right)\right) v\left(x_{2}\right),
$$

that is, $v\left(x_{2}\right) \leq b \frac{u\left(x_{2}\right)}{f\left(u\left(x_{2}\right)\right)}$. By virtue of $(f 1)$ we next derive

$$
\begin{equation*}
v\left(x_{1}\right) \leq v\left(x_{2}\right) \leq b \frac{u\left(x_{2}\right)}{f\left(u\left(x_{2}\right)\right)} \leq b \frac{u\left(x_{1}\right)}{f\left(u\left(x_{1}\right)\right)} \tag{9.19}
\end{equation*}
$$

Therefore (9.18) and (9.19) imply $(b+1) u\left(x_{1}\right) \leq a+b u\left(x_{1}\right)$, that is,

$$
\begin{equation*}
u \leq u\left(x_{1}\right) \leq a \quad \text { in } \Omega . \tag{9.20}
\end{equation*}
$$

On the other hand, Theorem 1.1(ii) applied to the second equation of (9.2) leads us to $v\left(x_{4}\right) \geq b \frac{u\left(x_{4}\right)}{f\left(u\left(x_{4}\right)\right)}$. Again by $(f 1)$ it follows that

$$
\begin{equation*}
v\left(x_{3}\right) \geq v\left(x_{4}\right) \geq b \frac{u\left(x_{4}\right)}{f\left(u\left(x_{4}\right)\right)} \geq b \frac{u\left(x_{3}\right)}{f\left(u\left(x_{3}\right)\right)} . \tag{9.21}
\end{equation*}
$$

Next, Theorem 1.1(ii) applied to the first equation in (9.2) yields

$$
(b+1) u\left(x_{3}\right) \geq a+f\left(u\left(x_{3}\right)\right) v\left(x_{3}\right) \geq a+b u\left(x_{3}\right),
$$

which implies

$$
\begin{equation*}
u \geq u\left(x_{3}\right) \geq a \quad \text { in } \Omega \tag{9.22}
\end{equation*}
$$

Now (9.20) and (9.22) produce $u \equiv a$ in $\Omega$ and by (9.2) we also have $v \equiv a b / f(a)$. This ends the proof.

When $f$ satisfies $(f 2)$ the analysis of the steady state system (9.2) is more delicate. In some cases, depending on the parameters $a, b, d_{1}, d_{2}$ we obtain the existence of nonconstant solutions to (9.1). We start this study with the following crucial result that provides a priori estimates for solutions to (9.2).

Theorem 9.7 Assume that $f$ satisfies ( $f 2$ ). Then, any solution $(u, v)$ of (9.2) satisfies

$$
\begin{equation*}
\frac{a}{b+1} \leq u \leq a+\frac{d_{2}}{d_{1}} \cdot \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)} \quad \text { in } \Omega \tag{9.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{a b}{(b+1) f\left(a+\frac{d_{2}}{d_{1}} \cdot \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)}\right)} \leq v \leq \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)} \quad \text { in } \Omega . \tag{9.24}
\end{equation*}
$$

Proof. Consider first a minimum point $x_{0} \in \bar{\Omega}$ of $u$. By Theorem 1.1(ii) it follows

$$
a-(b+1) u\left(x_{0}\right)+f\left(u\left(x_{0}\right)\right) v\left(x_{0}\right) \leq 0
$$

which implies $u\left(x_{0}\right) \geq a /(b+1)$. Hence

$$
\begin{equation*}
u \geq \frac{a}{b+1} \quad \text { in } \Omega \tag{9.25}
\end{equation*}
$$

At maximum point of $v$ we have $b u-f(u) v \geq 0$, that is, $v \leq b u / f(u)$. By virtue of $(f 2)$ and (9.25) we deduce

$$
\begin{equation*}
v \leq \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)} \quad \text { in } \Omega \tag{9.26}
\end{equation*}
$$

Let $w=d_{1} u+d_{2} v$. Adding the first two relations in (9.2) we have

$$
-\Delta w=a-u \text { in } \Omega, \quad \frac{\partial w}{\partial v}=0 \text { on } \partial \Omega
$$

Let now $x_{1} \in \bar{\Omega}$ be a maximum point of $w$. According to Theorem 1.1(i) we have $a-u\left(x_{1}\right) \geq 0$, that is, $u\left(x_{1}\right) \leq a$. By virtue of (9.26), for all $x \in \bar{\Omega}$ we have

$$
d_{1} u(x) \leq w(x) \leq w\left(x_{1}\right) \leq d_{1} a+d_{2} \cdot \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)} \quad \text { in } \Omega .
$$

This yields

$$
\begin{equation*}
u \leq a+\frac{d_{2}}{d_{1}} \cdot \frac{a b}{(b+1) f\left(\frac{a}{b+1}\right)} \quad \text { in } \Omega . \tag{9.27}
\end{equation*}
$$

We have proved that $u$ satisfies (9.23). Again by Theorem 1.1(ii), at minimum points of $v$ we have $b u-f(u) v \leq 0$, which yields $v \geq b u / f(u)$. Combining this inequality with (9.27) we obtain the first estimate in (9.24). This concludes our proof.

From the estimates (9.23)-(9.24) in Theorem 9.7 we derive the following.
Proposition 9.8 Assume that $f$ satisfies (f2) and let a, $b, D_{1}, D_{2}>0$ be fixed. Then, there exist two positive constants $C_{1}, C_{2}>0$ depending on $a, b, D_{1}, D_{2}$ such that for all

$$
d_{1} \geq D_{1}, \quad 0<d_{2} \leq D_{2}
$$

any solution $(u, v)$ of $(9.2)$ satisfies

$$
C_{1}<u, v<C_{2} \quad \text { in } \bar{\Omega} .
$$

Furthermore, by standard elliptic arguments and Theorem 9.7 we now obtain:
Proposition 9.9 Assume that $f$ satisfies (f2) and let a, $b, D_{1}, D_{2}>0$ be fixed. Then, for any positive integer $k \geq 1$ there exists a constant

$$
C=C\left(a, b, D_{1}, D_{2}, k, N, \Omega\right)>0
$$

such that for all

$$
d_{1} \geq D_{1}, \quad 0<d_{2} \leq D_{2}
$$

any solution $(u, v)$ of (9.2) satisfies

$$
\|u\|_{C^{k}(\bar{\Omega})}+\|v\|_{C^{k}(\bar{\Omega})} \leq C .
$$

In particular, any solution of (9.2) belongs to $C^{\infty}(\bar{\Omega}) \times C^{\infty}(\bar{\Omega})$.

### 9.2.5 Nonexistence Results

Theorem 9.10 (i) Let $a, b, d_{2}>0$ be fixed. There exists $D=D\left(a, b, d_{2}\right)>0$ such that system (9.2) has no nonconstant solutions for all $d_{1}>D$.
(ii) Let a, $d_{1}, d_{2}>0$ be fixed. There exists $B=B\left(a, d_{1}, d_{2}\right)>0$ such that system (9.2) has no nonconstant solutions for all $0<b<B$.

Proof. (i) Remark first that if $(u, v)$ is a solution of (9.2), then, integrating the two equations in (9.2) over $\Omega$ and adding up we have

$$
\begin{equation*}
\int_{\Omega} u(x) d x=a|\Omega| \tag{9.28}
\end{equation*}
$$

Lemma 9.11 Let $a, b, d_{2}>0$ be fixed and let $\left\{\delta_{n}\right\} \subset(0, \infty)$ be such that $\delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$. If $\left(u_{n}, v_{n}\right)$ is a solution of (9.2) with $d_{1}=\delta_{n}$ then

$$
\left(u_{n}, v_{n}\right) \rightarrow\left(a, \frac{a b}{f(a)}\right) \quad \text { in } C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega}) \text { as } n \rightarrow \infty .
$$

Proof. By Proposition 9.9 the sequence $\left\{\left(u_{n}, v_{n}\right)\right\}$ is bounded in $C^{3}(\bar{\Omega}) \times C^{3}(\bar{\Omega})$. Hence, passing to a subsequence if necessary, $\left\{\left(u_{n}, v_{n}\right)\right\}$ converges in $C^{2}(\bar{\Omega}) \times$ $C^{2}(\bar{\Omega})$ to some $(u, v) \in C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega})$. We divide by $\delta_{n}$ in the corresponding equation to $u_{n}$ and then we pass to the limit with $n \rightarrow \infty$. We obtain that $(u, v)$ satisfies

$$
\left\{\begin{align*}
-\Delta u & =0 & & \text { in } \Omega  \tag{9.29}\\
-d_{2} \Delta v & =b u-f(u) v & & \text { in } \Omega \\
\frac{\partial u}{\partial v} & =\frac{\partial v}{\partial v}=0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

Also, $u_{n}$ and $u$ satisfy (9.28). Now, the first equation in (9.29) together with $\partial u / \partial v=0$ on $\partial \Omega$ implies that $u$ is constant. Combining this fact with (9.28) it follows that $u \equiv a$. Thus, from (9.29), $v$ satisfies

$$
-d_{2} \Delta v=a b-f(a) v \text { in } \Omega, \quad \frac{\partial v}{\partial v}=0 \text { on } \partial \Omega
$$

Multiplying the above equality with $a b-f(a) v$ and then integrating over $\Omega$ we obtain

$$
0 \leq \frac{d_{2}}{f(a)} \int_{\Omega}|\nabla(a b-f(a) v)|^{2} d x=-\int_{\Omega}(a b-f(a) v)^{2} d x \leq 0
$$

Hence $v \equiv \frac{a b}{f(a)}$ and the proof follows.
We first introduce the function spaces

$$
H_{\mathrm{n}}^{2}(\Omega)=\left\{w \in W^{2,2}(\Omega): \frac{\partial w}{\partial v}=0\right\}, \quad L_{0}^{2}(\Omega)=\left\{w \in L^{2}(\Omega): \int_{\Omega} w=0\right\}
$$

Thus, letting $w=u-a$, by (9.28) and the standard elliptic regularity, system (9.2) is equivalent to

$$
\left\{\begin{align*}
-\Delta w=\delta(a-(b+1)(w+a)+f(w+a) v) & \text { in } \Omega  \tag{9.30}\\
-d_{2} \Delta v=b(w+a)-f(w+a) v & \text { in } \Omega \\
w \in H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega), v \in H_{\mathrm{n}}^{2}(\Omega) &
\end{align*}\right.
$$

where $\delta=1 / d_{1}$. Define

$$
\mathscr{F}: \mathbb{R} \times\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega) \times L^{2}(\Omega)
$$

by

$$
\mathscr{F}(\delta, w, v)=\binom{\Delta w+\delta \mathscr{P}(a-(b+1)(w+a)+f(w+a) v)}{d_{2} \Delta v+b(w+a)-f(w+a) v}
$$

where $\mathscr{P}: L^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega)$ is the projection operator from $L^{2}(\Omega)$ onto $L_{0}^{2}(\Omega)$, namely,

$$
\mathscr{P}(z)=z-\frac{1}{|\Omega|} \int_{\Omega} z(x) d x, \quad \text { for all } z \in L^{2}(\Omega)
$$

Now (9.30) is equivalent to

$$
\mathscr{F}(\delta, w, v)=\mathbf{0} .
$$

Indeed, if $\mathscr{F}(\delta, w, v)=\mathbf{0}$, then

$$
d_{2} \Delta v+b(w+a)-f(w+a) v=0 \text { in } \Omega, \quad v \in H_{\mathrm{n}}^{2}(\Omega)
$$

It is easy to see that the above relations imply $b(w+a)-f(w+a) v \in L_{0}^{2}(\Omega)$. Since $w \in L_{0}^{2}(\Omega)$, this yields

$$
a-(b+1)(w+a)+f(w+a) v \in L_{0}^{2}(\Omega),
$$

so that

$$
\mathscr{P}(a-(b+1)(w+a)+f(w+a) v)=a-(b+1)(w+a)+f(w+a) v .
$$

Therefore (9.30) is satisfied.
We have that the equation $\mathscr{F}(0, w, v)=\mathbf{0}$ has the unique solution $(w, v)=$ $(0, a b / f(a))$. Next it is easy to see that

$$
D_{(w, v)} \mathscr{F}(0,0, a b / f(a)):\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega) \times L^{2}(\Omega),
$$

is given by

$$
D_{(w, v)} \mathscr{F}(0,0, a b / f(a))=\left(\begin{array}{cc}
\Delta & 0 \\
b \frac{f(a)-a f^{\prime}(a)}{f(a)} & d_{2} \Delta-f(a)
\end{array}\right) .
$$

Thus $D_{(w, v)} \mathscr{F}(0,0, a b / f(a))$ is invertible and we are in the frame of the implicit function theorem. It follows that there exists $\delta_{0}, r>0$ such that $(0,0, a b / f(a))$ is the unique solution of

$$
\mathscr{F}(\delta, w, v)=\mathbf{0} \quad \text { in }\left[0, \delta_{0}\right] \times B_{r}\left(0, \frac{a b}{f(a)}\right),
$$

where $B_{r}\left(0, \frac{a b}{f(a)}\right)$ denotes the open ball in $\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega)$ centered at $(0, a b / f(a))$ and having the radius $r>0$.

Let now $\left\{\delta_{n}\right\}$ be a sequence of positive real numbers such that $\delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and let $\left(u_{n}, v_{n}\right)$ be an arbitrary solution of (9.2) for $a, b, d_{2}$ fixed and $d_{1}=\delta_{n}$. Letting $w_{n}=u_{n}-a$, it follows that

$$
\mathscr{F}\left(\frac{1}{\delta_{n}}, w_{n}, v_{n}\right)=\mathbf{0} .
$$

According to Lemma 9.11 we have

$$
\left(w_{n}, v_{n}\right) \rightarrow\left(0, \frac{a b}{f(a)}\right) \quad \text { in } C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega}) \text { as } n \rightarrow \infty .
$$

This means that for $n \geq 1$ large enough there holds $\left(1 / \delta_{n}, w_{n}, v_{n}\right) \in\left(0, \delta_{0}\right) \times$ $B_{r}\left(0, \frac{a b}{f(a)}\right)$ which yields $\left(w_{n}, v_{n}\right)=\left(0, \frac{a b}{f(a)}\right)$. Hence, for $d_{1}=1 / \delta_{n}$ small enough, system (9.2) has only the constant solution $\left(a, \frac{a b}{f(a)}\right)$. The proof of (ii) is similar.

### 9.2.6 Existence Results

Let $\mathbf{X}$ be the space defined in (9.11) and let

$$
\mathbf{X}^{+}=\{(u, v) \in X: u, v>0 \text { in } C(\bar{\Omega})\} .
$$

We write the system (9.2) in the form

$$
\begin{equation*}
-\Delta \mathbf{w}=\mathscr{G}(\mathbf{w}), \quad \mathbf{w} \in \mathbf{X}^{+} \tag{9.31}
\end{equation*}
$$

where

$$
\mathscr{G}(\mathbf{w})=\binom{\frac{1}{d_{1}}(a-(b+1) u+f(u) v)}{\frac{1}{d_{2}}(b u-f(u) v)}
$$

It is more convenient to write (9.31) in the form

$$
\begin{equation*}
\mathscr{F}(\mathbf{w})=\mathbf{0}, \quad \mathbf{w} \in \mathbf{X}^{+} \tag{9.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}(\mathbf{w})=\mathbf{w}-(\mathbf{I}-\Delta)^{-1}(\mathscr{G}(\mathbf{w})+\mathbf{w}), \quad \mathbf{w} \in \mathbf{X}^{+} . \tag{9.33}
\end{equation*}
$$

Let $\mathbf{w}_{0}=(a, a b / f(a))^{T}$ be the uniform steady state solution of (9.2). Then

$$
\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)=\mathbf{I}-(\mathbf{I}-\Delta)^{-1}(\mathbf{I}+A),
$$

where

$$
A:=\nabla \mathscr{G}\left(\mathbf{w}_{0}\right)=\left(\begin{array}{cc}
\frac{1}{d_{1}}\left(b \frac{a f^{\prime}(a)-f(a)}{f(a)}-1\right) & \frac{f(a)}{d_{1}} \\
-\frac{b}{d_{2}} \frac{a f^{\prime}(a)-f(a)}{f(a)} & -\frac{f(a)}{d_{2}}
\end{array}\right) .
$$

If $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible, by [154, Theorem 2.8.1] the index of $\mathscr{F}$ at $\mathbf{w}_{0}$ is given by

$$
\begin{equation*}
\operatorname{index}\left(\mathscr{F}, \mathbf{w}_{0}\right)=(-1)^{\gamma}, \tag{9.34}
\end{equation*}
$$

where $\gamma$ denotes the number of negative eigenvalues of $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$. On the other hand, using the decomposition (9.12) we have that $\mathbf{X}_{i}$ is an invariant space under $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ and $\xi \in \mathbb{R}$ is an eigenvalue of $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ in $\mathbf{X}_{i}$ if and only if $\xi$ is an eigenvalue of $\left(\mu_{i}+1\right)^{-1}\left(\mu_{i} \mathbf{I}-A\right)$. Therefore, $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible if and only if for any $i \geq 0$ the matrix $\left(\mu_{i} \mathbf{I}-A\right)$ is invertible.

Let us define

$$
\begin{equation*}
H\left(a, b, d_{1}, d_{2}, \mu\right)=\operatorname{det}(\mu \mathbf{I}-A) \tag{9.35}
\end{equation*}
$$

Then, if $\left(\mu_{i} \mathbf{I}-A\right)$ is invertible for any $i \geq 0$, with the same arguments as in [158] we have

$$
\begin{equation*}
\gamma=\sum_{\substack{i \geq 0, H\left(a, b, d_{1}, d_{2}, \mu_{i}\right)<0}} e\left(\mu_{i}\right) . \tag{9.36}
\end{equation*}
$$

A straightforward computation yields

$$
H\left(a, b, d_{1}, d_{2}, \mu\right)=\mu^{2}-\left(\frac{a b f^{\prime}(a)-(b+1) f(a)}{d_{1} f(a)}-\frac{f(a)}{d_{2}}\right) \mu+\frac{f(a)}{d_{1} d_{2}}
$$

If

$$
\begin{equation*}
b \frac{a f^{\prime}(a)-f(a)}{f(a)}>\left(1+\sqrt{\frac{d_{1}}{d_{2}} f(a)}\right)^{2} \tag{9.37}
\end{equation*}
$$

then the equation $H(\mu)=0$ has two positive solutions $\mu^{ \pm}\left(a, b, d_{1}, d_{2}\right)$ given by

$$
\mu^{ \pm}\left(a, b, d_{1}, d_{2}\right)=\frac{1}{2}\left(\theta\left(a, b, d_{1}, d_{2}\right) \pm \sqrt{\theta\left(a, b, d_{1}, d_{2}\right)^{2}-4 f(a) /\left(d_{1} d_{2}\right)}\right)
$$

where

$$
\theta\left(a, b, d_{1}, d_{2}\right)=\frac{a b f^{\prime}(a)-(b+1) f(a)}{d_{1} f(a)}-\frac{f(a)}{d_{2}}
$$

We have the following result.
Theorem 9.12 Assume that condition (9.37) holds and there exist $i>j \geq 0$ such that
(i) $\mu_{i}<\mu^{+}\left(a, b, d_{1}, d_{2}\right)<\mu_{i+1}$ and $\mu_{j}<\mu^{-}\left(a, b, d_{1}, d_{2}\right)<\mu_{j+1}$.
(ii) $\sum_{k=j+1}^{i} e_{k}$ is odd.

Then (9.2) has at least one nonconstant solution.
Proof. The proof uses some topological degree arguments (see [23, 24]). By Theorem 9.10(i) we can fix $D>d_{1}$ such that
(a) System (9.2) with diffusion coefficients $D$ and $d_{2}$ has no nonconstant solutions,
(b) $H\left(a, b, D, d_{2}, \mu\right)>0$ for all $\mu \geq 0$.

Further, by Proposition 9.8 one can find $C_{1}, C_{2}>0$ depending on $a, b, d_{1}, d_{2}$ such that for any $d \geq d_{1}$, any solution $(u, v)$ of (9.2) with diffusion coefficients $d$ and $d_{2}$ satisfies

$$
C_{1}<u, v<C_{2} \quad \text { in } \bar{\Omega} .
$$

Set

$$
\mathscr{M}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): C_{1}<u, v<C_{2} \text { in } \bar{\Omega}\right\},
$$

and define

$$
\Psi:[0,1] \times \mathscr{M} \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega}),
$$

by

$$
\Psi(t, \mathbf{w})=(-\Delta+\mathbf{I})^{-1}\binom{u+\left(\frac{1-t}{D}+\frac{t}{d_{1}}\right)(a-(b+1) u+f(u) v)}{v+\frac{1}{d_{2}}(b u-f(u) v)}
$$

It is easy to see that solving (9.2) is equivalent to find a fixed point of $\Psi(1, \cdot)$ in $\mathscr{M}$. Further, from the definition of $\mathscr{M}$ and Proposition 9.8, we have that $\Psi(t, \cdot)$ has no fixed points in $\partial \mathscr{M}$ for all $0 \leq t \leq 1$. Therefore, the Leray-Schauder topological degree $\operatorname{deg}(\mathbf{I}-\Psi(t, \cdot), \mathscr{M}, 0)$ is well defined.

Using (9.33) we have $\mathbf{I}-\Psi(1, \cdot)=\mathscr{F}$. Thus, if (9.2) has no other solutions except the constant one $\mathbf{w}_{0}$, then by (9.34) and (9.36) we have

$$
\begin{equation*}
\operatorname{deg}(\mathbf{I}-\Psi(1, \cdot), \mathscr{M}, 0)=\operatorname{index}\left(\mathscr{F}, \mathbf{w}_{0}\right)=(-1)^{\sum_{k=j+1}^{i} e\left(\mu_{k}\right)}=-1 \tag{9.38}
\end{equation*}
$$

On the other hand, from the invariance of the Leray-Schauder degree at the homotopy we deduce

$$
\begin{equation*}
\operatorname{deg}(\mathbf{I}-\Psi(1, \cdot), \mathscr{M}, 0)=\operatorname{deg}(\mathbf{I}-\Psi(0, \cdot), \mathscr{M}, 0) \tag{9.39}
\end{equation*}
$$

Remark that by our choice of $D$, we have that $\mathbf{w}_{0}$ is the only fixed point of $\Psi(0, \cdot)$. Furthermore by (b) above we have

$$
\begin{equation*}
\operatorname{deg}(\mathbf{I}-\Psi(0, \cdot), \mathscr{M}, 0)=\operatorname{index}\left(\mathbf{I}-\Psi(\cdot, 0), \mathbf{w}_{0}\right)=1 \tag{9.40}
\end{equation*}
$$

Now, from (9.38) to (9.40) we reach a contradiction. Therefore, there exists a nonconstant solution of (9.2). This ends the proof.

Corollary 9.13 Let $a, b, d_{2}>0$ be fixed. Assume that

$$
\begin{equation*}
a b f^{\prime}(a)>(b+1) f(a) \tag{9.41}
\end{equation*}
$$

and all the eigenvalues $\mu_{i}$ have odd multiplicity. Then, there exists a sequence of intervals $\left\{\left(k_{n}, K_{n}\right)\right\}$ with $0<k_{n}<K_{n}<k_{n-1} \rightarrow 0($ as $n \rightarrow \infty)$ such that the steadystate system (9.2) has at least one nonconstant solution for all $d_{1} \in \bigcup_{n \geq 1}\left(k_{n}, K_{n}\right)$.

Proof. In view of (9.41), condition (9.37) holds for small values of $d_{1}>0$. Also for $a, b, d_{2}>0$ fixed we have

$$
\begin{gathered}
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow \frac{f(a)^{2}}{d_{2}\left(a b f^{\prime}(a)-(b+1) f(a)\right)} \quad \text { as } d_{1} \rightarrow 0, \\
\mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \infty \quad \text { as } d_{1} \rightarrow 0 .
\end{gathered}
$$

Therefore we can find a sequence of intervals $\left\{\left(k_{n}, K_{n}\right)\right\}_{n}$ such that

$$
\begin{equation*}
\sum_{\substack{i \geq 0, 1<\mu_{i}<\mu^{+}\left(a, b, d_{1}, d_{2}\right)}} e\left(\mu_{i}\right) \text { is odd } \tag{9.42}
\end{equation*}
$$

for all $d_{1} \in \bigcup_{n \geq 1}\left(k_{n}, K_{n}\right)$. Therefore, conditions (i)-(ii) in Theorem 9.12 are fulfilled.

Corollary 9.14 Let a, b, $d_{1}>0$ be fixed. Assume that (9.41) holds and

$$
\begin{equation*}
\sum_{\substack{i \geq 0, a b f^{\prime}(a)-(b+1) f(a) \\ d_{1} f(a)}} e\left(\mu_{i}\right) \text { is odd. } \tag{9.43}
\end{equation*}
$$

Then there exists $D>0$ such that the steady-state system (9.2) has at least one nonconstant solution for any $d_{2}>D$.

Proof. By virtue of (9.41), for any $d_{2}>0$ large enough condition (9.37) holds. Also for any $a, b, d_{1}$ fixed we have

$$
0<\mu^{-}\left(a, b, d_{1}, d_{2}\right)<\mu^{+}\left(a, b, d_{1}, d_{2}\right)<\frac{a b f^{\prime}(a)-(b+1) f(a)}{d_{1} f(a)}
$$

and

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow 0, \mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \frac{a b f^{\prime}(a)-(b+1) f(a)}{d_{1} f(a)} \quad \text { as } d_{2} \rightarrow \infty .
$$

Therefore, for $d_{2}>0$ large, condition (9.43) implies (i)-(ii) in Theorem 9.12. This concludes the proof.

Corollary 9.15 Let a, $d_{1}, d_{2}>0$ be fixed. Assume that $a f^{\prime}(a)>f(a)$ and all the eigenvalues $\mu_{i}$ have odd multiplicity. Then, there exists a sequence of intervals
$\left\{\left(b_{n}, B_{n}\right)\right\}$ with $0<b_{n}<B_{n}<b_{n+1} \rightarrow \infty$ (as $n \rightarrow \infty$ ) such that the steady-state system (9.2) has at least one nonconstant solution for all $b \in \cup_{n \geq 1}\left(b_{n}, B_{n}\right)$.

Proof. We proceed similarly. Since $a f^{\prime}(a)>f(a)$, for large values of $b$ condition (9.37) is fulfilled. Also for $a, d_{1}, d_{2}>0$ fixed we have

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow 0, \mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \infty \quad \text { as } b \rightarrow \infty .
$$

Hence, we can find a sequence of nonoverlapping intervals $\left\{\left(b_{n}, B_{n}\right)\right\}$ such that $b_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and (9.42) holds for all $b \in \bigcup_{n \geq 1}\left(b_{n}, B_{n}\right)$.

If $f(s)=s^{m}, m>1$, then condition (9.41) is independent of $a$. We obtain
Corollary 9.16 Let $f(s)=s^{m}, m>1$. Assume that $b(m-1)>1$ and

$$
\begin{equation*}
\sum_{\substack{i \geq 0, b(m-1)-1) / d_{1}}} e\left(\mu_{i}\right) \text { is odd. } \tag{9.44}
\end{equation*}
$$

Then there exists $A>0$ such that the steady-state system (9.2) has at least one nonconstant solution for any $0<a<A$.

Proof. It is easy to see that (9.37) holds for small values of $a>0$. As before

$$
0<\mu^{-}\left(a, b, d_{1}, d_{2}\right)<\mu^{+}\left(a, b, d_{1}, d_{2}\right)<\frac{b(m-1)-1}{d_{1}}
$$

and

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow 0, \mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \frac{b(m-1)-1}{d_{1}} \quad \text { as } a \rightarrow 0 .
$$

Therefore, for $a>0$ small, condition (9.44) implies (i)-(ii) in Theorem 9.12. This ends the proof.

### 9.3 Schnackenberg Model

The Schnakenberg model [174] was introduced in 1979 to describe chemical reactions with limit cycle behavior. This is a two-species model for trimolecular reactions that reads as

$$
A \rightleftharpoons X, \quad B \rightarrow Y, \quad 2 X+Y \rightarrow 3 X
$$

Using the law of mass action, one can derive the nondimensional equations for the concentrations $u$ and $v$ of the chemical products $X$ and $Y$ as follows

$$
u_{t}-d_{1} \Delta u=a-u+u^{2} v \quad \text { and } \quad v_{t}-d_{2} \Delta v=b-u^{2} v .
$$

In the above equations $d_{1}, d_{2}$ are the diffusion coefficients of the chemicals $X, Y$ and $a, b$ are the concentrations of $A$ and $B$. It is also assumed that $A$ and $B$ are in abundance so $a$ and $b$ are approximately constant. The Schnackenberg model has received considerable attention in recent decades from both qualitative and quantitative points of view, see [15, 147, 184, 202, 203] and the references therein.

In this section we shall be concerned with the following general reactiondiffusion system

$$
\begin{cases}u_{t}-d_{1} \Delta u=a-u+u^{p} v & \text { in } \Omega \times(0, \infty)  \tag{9.45}\\ v_{t}-d_{2} \Delta v=b-u^{p} v & \text { in } \Omega \times(0, \infty) \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { on } \Omega \\ \frac{\partial u}{\partial v}(x, t)=\frac{\partial u}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times(0, \infty)\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1), a, b, d_{1}, d_{2}>0$ and $p>1$. For $p=2$ we obtain the standard model derived by Schnackenberg [174]. We will also investigate existence and nonexistence of nonconstant steady-states, that is, solutions of

$$
\left\{\begin{array}{cl}
-d_{1} \Delta u=a-u+u^{p} v & \text { in } \Omega  \tag{9.46}\\
-d_{2} \Delta v=b-u^{p} v & \text { in } \Omega \\
\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 & \text { on } \partial \Omega
\end{array}\right.
$$

### 9.3.1 The Evolution System and Global Solutions

We are concerned in this section with the parabolic system (9.45). Our main result is Theorem 9.17 below.

Theorem 9.17 Assume that $1<p<(N+4) / N$ and the initial data $u_{0}, v_{0}$ satisfy

$$
u_{0}, v_{0} \in C^{1}(\bar{\Omega}), \quad u_{0}>0, v_{0} \geq 0 \quad \text { in } \bar{\Omega} .
$$

Then, the system (9.45) has at least one solution which is bounded and global in time.

Proof. We first recall the following useful result, the proof of which can be found in [215].

Proposition 9.18 (see [215, Proposition 2.2]) Let w be a classical solution of

$$
\begin{cases}w_{t}-\Delta w=f(x, w) & \text { in } \Omega \times(0, T) \\ w(x, 0)=w_{0}(x) & \text { on } \Omega \\ \frac{\partial w}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times(0, T)\end{cases}
$$

where $w_{0} \in C(\bar{\Omega})$ and $f: \bar{\Omega} \times[0, \infty) \rightarrow \mathbb{R}$ satisfies

$$
f(x, s) \leq C\left(1+s^{\gamma}\right) \quad \text { for all }(x, s) \in \Omega \times[0, \infty)
$$

for some $C>0$ and $1 \leq \gamma<1+2 q / N, q>1$. If

$$
\sup _{t}\|w(\cdot, t)\|_{q}<\infty
$$

then there exist $C, \sigma>0$ independent of $T$ such that

$$
\sup _{t}\|w(\cdot, t)\|_{\infty} \leq C \max \left\{1,\|w\|_{q}^{\sigma}\right\} .
$$

By [172, Theorem 1, pag. 111] there exists a solution $(u, v)$ of (9.45) defined in a maximal time interval $\left[0, T_{\max }\right)$. Furthermore, if $T_{\max }<\infty$, then

$$
\begin{equation*}
\lim _{t \nearrow T_{\max }}\left[\|u(\cdot, t)\|_{\infty}+\|v(\cdot, t)\|_{\infty}\right]=\infty . \tag{9.47}
\end{equation*}
$$

We divide our arguments into three steps.
Step 1: There exists $m=m\left(u_{0}, a\right)>0$ such that $u \geq m$ in $\Omega \times\left[0, T_{\max }\right)$.
Indeed, let $m=\min \left\{\min _{\bar{\Omega}} u_{0}, a\right\}$. Since $u_{0}>0$ in $\Omega$, we have $m>0$. We multiply by $(m-u)^{+}$in the first equation of (9.45) and integrate over $\Omega$. We obtain

$$
\begin{aligned}
-\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|(m-u)^{+}\right|^{2} d x= & d_{1} \int_{\Omega}\left|\nabla(m-u)^{+}\right|^{2} d x+\int_{\Omega}(a-u)(m-u)^{+} d x \\
& +\int_{\Omega} u^{p}(m-u)^{+} d x \geq 0
\end{aligned}
$$

Hence,

$$
\int_{\Omega}\left|(m-u(x, t))^{+}\right|^{2} d x \leq \int_{\Omega}\left|(m-u(x, 0))^{+}\right|^{2} d x=0 \quad \text { for all } 0 \leq t<T_{\max }
$$

that is, $u \geq m$ in $\Omega \times\left[0, T_{\max }\right)$.
Step 2: There exists $M=M\left(u_{0}, v_{0}, a, b\right)>0$ such that $v \leq M$ in $\Omega \times\left[0, T_{\max }\right)$.
Using the fact that $u \geq m>0$ in $\Omega \times\left[0, T_{\max }\right)$, from the second equation of (9.45) we have

$$
v_{t}-d_{2} \Delta v+m^{p} v \leq b \quad \text { in } \Omega \times\left[0, T_{\max }\right)
$$

By standard comparison results we find $v \leq M=M\left(u_{0}, v_{0}, a, b\right)$ in $\Omega \times\left[0, T_{\max }\right)$.
Step 3: $T_{\max }=\infty$.
Adding the two equations in (9.45) we find

$$
(u+v)_{t}-\Delta\left(d_{1} u+d_{2} v\right)=a+b-u \quad \text { in } \Omega \times\left[0, T_{\max }\right) .
$$

We multiply the above equality by $(u+v)$ and then integrate over $\Omega$. We obtain

$$
\frac{1}{2} \frac{d}{d t} \int_{\Omega}(u+v)^{2} d x+\int_{\Omega} \nabla\left(d_{1} u+d_{2} v\right) \cdot \nabla(u+v) d x=\int_{\Omega}(a+b-u)(u+v) d x
$$

that is,

$$
\begin{align*}
\frac{d}{d t} \int_{\Omega}(u+v)^{2} d x+2 \int_{\Omega}\left[d_{1}|\nabla u|^{2}+\right. & \left.\left(d_{1}+d_{2}\right) \nabla u \cdot \nabla v+d_{2} \mid \nabla^{2}\right] d x  \tag{9.48}\\
& =2 \int_{\Omega}(a+b-u)(u+v) d x
\end{align*}
$$

Using the inequality

$$
d_{1}|\nabla u|^{2}+\left(d_{1}+d_{2}\right) \nabla u \cdot \nabla v+d_{2}|\nabla v|^{2} \geq \frac{d_{1}}{2}|\nabla u|^{2}-\frac{d_{1}^{2}+d_{2}^{2}}{2 d_{1}}|\nabla v|^{2} \quad \text { in } \Omega,
$$

from (9.48) we find

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega}(u+v)^{2} d x+\frac{d_{1}}{2} \int_{\Omega}|\nabla u|^{2}-\frac{d_{1}^{2}+d_{2}^{2}}{d_{1}} \int_{\Omega}|\nabla v|^{2} d x \leq 2 \int_{\Omega}(a+b-u)(u+v) d x \tag{9.49}
\end{equation*}
$$

Next, we consider the second equation in (9.45) and we integrate it over $\Omega$. We find

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} v^{2} d x+2 d_{2} \int_{\Omega}|\nabla v|^{2}=2 \int_{\Omega}\left(b-u^{p} v\right) v d x \leq 2 \int_{\Omega}\left(b-m^{p} v\right) v d x \leq \frac{b^{2}}{2 m^{p}}|\Omega| \tag{9.50}
\end{equation*}
$$

We now multiply (9.50) with $\left(d_{1}^{2}+d_{2}^{2}\right) /\left(2 d_{1} d_{2}\right)$ and add it to (9.49). We deduce

$$
\frac{d}{d t} \int_{\Omega}\left[(u+v)^{2}+\frac{d_{1}^{2}+d_{2}^{2}}{2 d_{1} d_{2}} v^{2}\right] d x \leq C_{1}+2 \int_{\Omega}(a+b-u)(u+v) d x
$$

where $C_{1}$ depends on $a, b, d_{1}, d_{2}, u_{0}, v_{0}$ and $|\Omega|$. Hence

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega}\left[(u+v)^{2}+\frac{d_{1}^{2}+d_{2}^{2}}{2 d_{1} d_{2}} v^{2}\right] d x+2 \int_{\Omega}(u+v)^{2} d x & \leq C_{1}+2 \int_{\Omega}(a+b+v)(u+v) d x \\
& \leq C_{2}+2\|a+b+v\|_{2}\|u+v\|_{2} \\
& \leq C_{2}+\|a+b+v\|_{2}^{2}+\|u+v\|_{2}^{2}
\end{aligned}
$$

Using now the fact that $v$ is bounded from above by $M$, we find

$$
\left(1+\frac{d}{d t}\right) \int_{\Omega}\left[(u+v)^{2}+\frac{d_{1}^{2}+d_{2}^{2}}{2 d_{1} d_{2}} v^{2}\right] d x \leq C_{3}
$$

for some constant $C_{3}>0$ independent of $T_{\max }$. Integrating the above inequality we now obtain $\|u+v\|_{2}$ is bounded from above by a positive constant independent of $T_{\max }$. Since $v \leq M$ in $\Omega \times\left[0, T_{\max }\right)$ it follows that $\|u\|_{2} \leq C$ for some constant $C$ independent of $T_{\text {max }}$.

It remains now to apply Proposition 9.18 to deduce that $\sup _{t}\|u(\cdot, t)\|_{\infty}<\infty$ so by (9.47) it follows that $T_{\max }=\infty$. This concludes the proof.

### 9.3.2 A Priori Estimates

Using Theorem 1.1 we can establish various a priori estimates for solutions to (9.46).

Lemma 9.19 Any solution $(u, v)$ of (9.46) satisfies

$$
\begin{equation*}
a \leq u \leq a+b+\frac{d_{2} b}{d_{1} a^{p}} \quad \text { in } \Omega \tag{9.51}
\end{equation*}
$$

and

$$
\begin{equation*}
b\left(a+b+\frac{d_{2} b}{d_{1} a^{p}}\right)^{-p} \leq v \leq b a^{-p} \quad \text { in } \Omega \tag{9.52}
\end{equation*}
$$

Proof. Let $x_{0} \in \bar{\Omega}$ be a minimum point of $u$. By Theorem 1.1(ii) it follows that $a-u\left(x_{0}\right)+u^{p}\left(x_{0}\right) v\left(x_{0}\right) \leq 0$ which implies $u\left(x_{0}\right) \geq a$. Hence

$$
\begin{equation*}
u \geq a \quad \text { in } \Omega \tag{9.53}
\end{equation*}
$$

At any maximum point of $v$ we have $b-u^{p} v \geq 0$, that is, $v \leq b / u^{-p}$. By (9.53) we deduce

$$
\begin{equation*}
v \leq \frac{b}{a^{p}} \quad \text { in } \Omega \tag{9.54}
\end{equation*}
$$

Let $w=d_{1} u+d_{2} v$. Adding the first two relations in (9.46) we have

$$
-\Delta w=a+b-u \text { in } \Omega, \quad \frac{\partial w}{\partial v}=0 \text { on } \partial \Omega
$$

Let now $x_{1} \in \bar{\Omega}$ be a maximum point of $w$. According to Theorem 1.1(i) we deduce $a+b-u\left(x_{1}\right) \geq 0$, that is, $u\left(x_{1}\right) \leq a+b$. By virtue of (9.54), for all $x \in \bar{\Omega}$ we have

$$
d_{1} u(x) \leq w(x) \leq w\left(x_{1}\right) \leq d_{1}(a+b)+\frac{d_{2} b}{a^{p}} \quad \text { in } \Omega
$$

This yields

$$
\begin{equation*}
u \leq a+b+\frac{d_{2} b}{d_{1} a^{p}} \quad \text { in } \Omega \tag{9.55}
\end{equation*}
$$

We have proved that $u$ satisfies (9.51). Again by Theorem 1.1(ii), at minimum points of $v$ we have $b-u^{p} v \leq 0$, which yields $v \geq b / u^{p}$. Combining this inequality with (9.55), we obtain the first estimate in (9.52). This concludes our proof.

From the estimates in Lemma 9.19 we derive the following.
Proposition 9.20 Let $a, B, D_{1}, D_{2}>0$ be fixed. Then, there exist two positive constants $C_{1}, C_{2}>0$ depending on a, $B, D_{1}, D_{2}$ such that for all

$$
0<b<B, \quad d_{1}>D_{1}, \quad 0<d_{2}<D_{2},
$$

any solution $(u, v)$ of $(9.46)$ satisfies

$$
C_{1} \leq u, v \leq C_{2} \quad \text { in } \Omega
$$

Furthermore, by standard elliptic arguments and Lemma 9.19 we now obtain:
Proposition 9.21 Let a, $B, D_{1}, D_{2}>0$ be fixed. Then, for any positive integer $k \geq 1$ there exists a constant

$$
C=C\left(a, B, D_{1}, D_{2}, k, N, \Omega\right)>0
$$

such that for all

$$
0<b<B, \quad d_{1}>D_{1}, \quad 0<d_{2}<D_{2},
$$

any solution $(u, v)$ of (9.46) satisfies

$$
\|u\|_{C^{k}(\bar{\Omega})}+\|v\|_{C^{k}(\bar{\Omega})} \leq C
$$

In particular, any solution of (9.46) belongs to $C^{\infty}(\bar{\Omega}) \times C^{\infty}(\bar{\Omega})$.
For any solution $(u, v)$ of (9.46) we denote by $\bar{u}$ and $\bar{v}$ the average over $\Omega$ of $u$ respectively $v$, that is

$$
\bar{u}=\frac{1}{|\Omega|} \int_{\Omega} u d x, \quad \bar{v}=\frac{1}{|\Omega|} \int_{\Omega} v d x .
$$

Integrating in (9.46) we deduce

$$
\begin{equation*}
\bar{u}=a+b \quad \text { and } \int_{\Omega} u^{p} v d x=b|\Omega| . \tag{9.56}
\end{equation*}
$$

Let now

$$
\phi=u-\bar{u}, \quad \psi=v-\bar{v}
$$

Our next result provides energy estimates for $\phi$ and $\psi$.
Proposition 9.22 Let $(u, v)$ be a nonconstant solution of (9.46). Then:
(i) $\frac{\mu_{1}^{2}}{\left(2 \mu_{1}^{2}+2 \mu_{1}+1\right)}\left(\frac{d_{2}}{d_{1}}\right)^{2} \leq \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}} \leq\left(\frac{d_{2}}{d_{1}}\right)^{2}$,
(ii) $\frac{\mu_{1}^{3}}{\left(\mu_{1}+1\right)\left(2 \mu_{1}^{2}+2 \mu_{1}+1\right)}\left(\frac{d_{2}}{d_{1}}\right)^{2} \leq \frac{\|\nabla \phi\|_{2}^{2}+\|\phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}+\|\psi\|_{2}^{2}} \leq \frac{\mu_{1}+1}{\mu_{1}}\left(\frac{d_{2}}{d_{1}}\right)^{2}$.

Proof. (i) Adding the first two equations in (9.46) we obtain $-\Delta\left(d_{1} u+d_{2} v\right)=$ $a+b-u$ in $\Omega$, that is,

$$
\begin{equation*}
\Delta w=\phi \quad \text { in } \Omega \tag{9.57}
\end{equation*}
$$

where $w=d_{1} \phi+d_{2} \psi$. Multiplying by $\phi$ in (9.57) and integrating over $\Omega$ we have

$$
\int_{\Omega} \nabla w \nabla \phi d x=-\int_{\Omega} \phi^{2} d x
$$

which yields

$$
\begin{equation*}
d_{2} \int_{\Omega} \nabla \phi \nabla \psi d x=-\int_{\Omega} \phi^{2} d x-d_{1} \int_{\Omega}|\nabla \phi|^{2} d x \tag{9.58}
\end{equation*}
$$

Now from (9.58) we have

$$
\begin{aligned}
0 \leq \int_{\Omega}|\nabla w|^{2} d x & =\int_{\Omega}\left|\nabla\left(d_{1} \phi+d_{2} \psi\right)\right|^{2} \\
& =d_{1}^{2} \int_{\Omega}|\nabla \phi|^{2} d x+2 d_{1} d_{2} \int_{\Omega} \nabla \phi \nabla \psi d x+d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x \\
& =-d_{1}^{2} \int|\nabla \phi|^{2} d x-2 d_{2} \int_{\Omega} \phi^{2} d x+d_{2} \int_{\Omega}|\nabla \psi|^{2} d x
\end{aligned}
$$

This implies

$$
d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x-d_{1}^{2} \int|\nabla \phi|^{2} d x \geq 0
$$

which proves the last estimate in (i). Next we multiply (9.57) by $w$ and integrate over $\Omega$. We obtain

$$
\int_{\Omega}|\nabla w|^{2} d x=-\int_{\Omega} w \phi d x
$$

that is,

$$
d_{1}^{2} \int|\nabla \phi|^{2} d x+2 d_{1} d_{2} \int_{\Omega} \nabla \phi \nabla \psi d x+d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x=-d_{1}^{2} \int_{\Omega} \phi^{2} d x-d_{1} d_{2} \int_{\Omega} \phi \psi d x
$$

From (9.58) we have

$$
d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x=d_{1}^{2} \int_{\Omega}|\nabla \phi|^{2} d x+d_{1}^{2} \int_{\Omega} \phi^{2} d x-d_{1} d_{2} \int_{\Omega} \phi \psi d x .
$$

On the other hand

$$
-d_{1} d_{2} \phi \psi \leq \frac{d_{1}^{2}}{2 \mu_{1}} \phi^{2}+\frac{\mu_{1} d_{2}^{2}}{2} \psi^{2}
$$

where $\mu_{1}$ is the first positive eigenvalue of the negative Laplace operator in $\Omega$ subject to homogeneous Neumann boundary condition. Combining the last two estimates we find

$$
\begin{equation*}
d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x \leq d_{1}^{2}\left(1+\frac{1}{2 \mu_{1}}\right) \int_{\Omega} \phi^{2} d x+d_{1}^{2} \int_{\Omega}|\nabla \phi|^{2} d x+\frac{\mu_{1} d_{2}^{2}}{2} \int_{\Omega} \psi^{2} d x \tag{9.59}
\end{equation*}
$$

By Poincaré's inequality we have

$$
\begin{equation*}
\int_{\Omega} \phi^{2} d x \leq \frac{1}{\mu_{1}} \int_{\Omega}|\nabla \phi|^{2} d x, \quad \int_{\Omega} \psi^{2} d x \leq \frac{1}{\mu_{1}} \int_{\Omega}|\nabla \psi|^{2} d x \tag{9.60}
\end{equation*}
$$

Therefore, from (9.59) to (9.60) we now obtain

$$
d_{2}^{2} \int_{\Omega}|\nabla \psi|^{2} d x \leq \frac{d_{1}^{2}\left(2 \mu_{1}^{2}+2 \mu_{1}+1\right)}{\mu_{1}^{2}} \int_{\Omega}|\nabla \phi|^{2} d x,
$$

which completes the proof of (i).
(ii) The proof in this part follows directly from (i) together with the following estimate which is a direct consequence of Poincaré's inequality

$$
\frac{\mu_{1}}{\mu_{1}+1} \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}} \leq \frac{\|\nabla \phi\|_{2}^{2}+\|\phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}+\|\psi\|_{2}^{2}} \leq \frac{\mu_{1}+1}{\mu_{1}} \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}}
$$

This finishes the proof.

### 9.3.3 Nonexistence of Nonconstant Steady States

Our first result in this part establishes that a nonconstant steady state may exist only if the first eigenvalue $\mu_{1}$ of $-\Delta$ subject to Neumann boundary condition is sufficiently small. We have:

Theorem 9.23 Let a, b, $d_{1}, d_{2}>0$ be fixed. Then, there exists $L=L\left(a, b, d_{1}, d_{2}\right)>0$ such that system (9.2) has no nonconstant solutions if $\mu_{1}>L$.

Proof. By Lemma 9.19, there exist two positive constants $C_{1}, C_{2}$ depending only on $a, b, d_{1}, d_{2}$ such that any solution $(u, v)$ of (9.2) satisfies

$$
\begin{equation*}
C_{1} \leq u, v \leq C_{2} \quad \text { in } \Omega \tag{9.61}
\end{equation*}
$$

We first multiply by $\phi=u-\bar{u}$ in the first equation of (9.2) and integrate over $\Omega$. By (9.61) and Poincaré's inequality we obtain

$$
\begin{aligned}
d_{1} \int_{\Omega}|\nabla \phi|^{2} d x & =-\int_{\Omega} \phi^{2} d x+\int_{\Omega} u^{p} v \phi d x \leq \int_{\Omega} u^{p} v \phi d x \\
& =\int_{\Omega} u^{p} \phi \psi d x+\bar{v} \int_{\Omega}\left(u^{p}-\bar{u}^{p}\right) \phi d x \\
& \leq c \int_{\Omega} \phi \psi d x+p \bar{v} \int_{\Omega} \xi^{p-1} \phi^{2} d x(\text { with } \xi \text { between } u \text { and } \bar{u}) \\
& \leq c_{1} \int_{\Omega}\left(|\phi||\psi|+\int_{\Omega} \phi^{2}\right) d x \leq 2 c_{1} \int_{\Omega}\left(\phi^{2}+\psi^{2}\right) d x \\
& \leq \frac{2 c_{1}}{\mu_{1}} \int_{\Omega}\left(|\nabla \phi|^{2}+|\nabla \psi|^{2}\right) d x
\end{aligned}
$$

where $c_{1}, c_{2}$ depend only on $C_{1}, C_{2}$ from (9.61). Similarly we have

$$
d_{2} \int_{\Omega}|\nabla \psi|^{2} d x \leq \frac{c_{2}}{\mu_{1}} \int_{\Omega}\left(|\nabla \phi|^{2}+|\nabla \psi|^{2}\right) d x
$$

Adding the above two relations we find

$$
\begin{equation*}
\min \left\{d_{1}, d_{2}\right\} \int_{\Omega}\left(|\nabla \phi|^{2}+|\nabla \psi|^{2}\right) d x \leq \frac{C}{\mu_{1}} \int_{\Omega}\left(|\nabla \phi|^{2}+|\nabla \psi|^{2}\right) d x \tag{9.62}
\end{equation*}
$$

where $C$ depends only on $a, b, d_{1}$ and $d_{2}$. From (9.62) it follows that if $\mu_{1}$ is large enough then $\int_{\Omega}|\nabla \phi|^{2} d x=\int_{\Omega}|\nabla \psi|^{2} d x=0$, that is, $u$ and $v$ are constant functions. This ends the proof.

Theorem 9.24 (i) Let a, $b, d_{2}>0$ be fixed. Then, there exists $D=D\left(a, b, d_{2}\right)>0$ such that system (9.2) has no nonconstant solutions for all $d_{1}>D$.
(ii) Let a, $d_{1}, d_{2}>0$ be fixed. Then, there exists $B=B\left(a, d_{1}, d_{2}\right)>0$ such that system (9.2) has no nonconstant solutions for all $0<b<B$.

Proof. We first prove the following result.
Lemma 9.25 Let a,b, $d_{2}>0$ be fixed and let $\left\{\delta_{n}\right\} \subset(0, \infty)$ be such that $\delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$. If $\left(u_{n}, v_{n}\right)$ is a solution of (9.2) with $d_{1}=\delta_{n}$ then

$$
u_{n} \rightarrow a+b, \quad v_{n} \rightarrow \frac{b}{(a+b)^{p}} \quad \text { in } C^{2}(\bar{\Omega}) \text { as } n \rightarrow \infty .
$$

Proof. By Proposition 9.21 the sequence $\left\{\left(u_{n}, v_{n}\right)\right\}$ is bounded in $C^{3}(\bar{\Omega}) \times C^{3}(\bar{\Omega})$. Hence, passing to a subsequence if necessary, $\left\{\left(u_{n}, v_{n}\right)\right\}$ converges in $C^{2}(\bar{\Omega}) \times$ $C^{2}(\bar{\Omega})$ to some $(u, v) \in C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega})$. We divide by $\delta_{n}$ in the corresponding equation to $u_{n}$ and then we pass to the limit with $n \rightarrow \infty$. We obtain that $(u, v)$ satisfies

$$
\left\{\begin{align*}
-\Delta u=0 & \text { in } \Omega  \tag{9.63}\\
-d_{2} \Delta v=b-u^{p} v & \text { in } \Omega \\
\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 & \text { on } \partial \Omega
\end{align*}\right.
$$

Also, $u_{n}$ and $u$ satisfy (9.56). Now, the first equation in (9.63) together with $\partial u / \partial v=0$ on $\partial \Omega$ implies that $u$ is a constant. Combining this fact with (9.56) it follows that $u \equiv a+b$. Thus, from (9.63), $v$ satisfies

$$
-d_{2} \Delta v=b-(a+b)^{p} v \text { in } \Omega, \quad \frac{\partial v}{\partial v}=0 \text { on } \partial \Omega .
$$

Multiplying the above equality with $b-(a+b)^{p} v$ and then integrating over $\Omega$ we obtain

$$
0 \leq \frac{d_{1}}{(a+b)^{p}} \int_{\Omega}\left|\nabla\left(b-(a+b)^{p} v\right)\right|^{2} d x=-\int_{\Omega}\left(b-(a+b)^{p} v\right)^{2} d x \leq 0 .
$$

Hence $v \equiv b(a+b)^{-p}$ and the proof of Lemma 9.25 is now complete.
We first introduce the function spaces

$$
H_{\mathrm{n}}^{2}(\Omega)=\left\{w \in W^{2,2}(\Omega): \frac{\partial w}{\partial v}=0\right\}, \quad L_{0}^{2}(\Omega)=\left\{w \in L^{2}(\Omega): \int_{\Omega} w d x=0\right\} .
$$

Thus, letting $w=u-(a+b)$ and $\delta=1 / d_{1}$, by (9.56) and the standard elliptic regularity theory, the system (9.2) is equivalent to

$$
\left\{\begin{array}{cl}
-\Delta u=\delta\left(-b-w+(w+a+b)^{p} v\right) & \text { in } \Omega,  \tag{9.64}\\
-d_{2} \Delta v=b-(w+a+b)^{p} v & \text { in } \Omega, \\
w \in H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega), v \in H_{\mathrm{n}}^{2}(\Omega) . &
\end{array}\right.
$$

Define

$$
\mathscr{F}: \mathbb{R} \times\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega) \times L^{2}(\Omega),
$$

by

$$
\mathscr{F}(\delta, w, v)=\binom{\Delta w+\delta \mathscr{P}\left(-w+(w+a+b)^{p} v\right)}{d_{2} \Delta v+b-(w+a+b)^{p} v}
$$

where $\mathscr{P}: L^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega)$ is the projection operator from $L^{2}(\Omega)$ onto $L_{0}^{2}(\Omega)$, namely,

$$
\mathscr{P}(z)=z-\frac{1}{|\Omega|} \int z(x) d x, \quad \text { for all } z \in L^{2}(\Omega)
$$

Now (9.64) is equivalent to

$$
\mathscr{F}(\delta, w, v)=\mathbf{0} .
$$

Indeed, if $\mathscr{F}(\delta, w, v)=\mathbf{0}$, then

$$
d_{2} \Delta v+b-(w+a+b)^{p} v=0 \quad \text { in } \Omega, \quad v \in H_{\mathrm{n}}^{2}(\Omega)
$$

By integration, it is easy to see that the above relations imply $b-(w+a+b)^{p} v \in$ $L_{0}^{2}(\Omega)$. Since $w \in L_{0}^{2}(\Omega)$, this yields

$$
-b-w+(w+a+b)^{p} v \in L_{0}^{2}(\Omega)
$$

so that

$$
\mathscr{P}\left(-w+(w+a+b)^{p} v\right)=-b-w+f(w+a+b) v .
$$

Therefore (9.64) is satisfied.
With the same method as in the proof of Lemma 9.25 we have that the equation

$$
\mathscr{F}(0, w, v)=\mathbf{0}
$$

has the unique solution $(w, v)=\left(0, b(a+b)^{-p}\right)$. Also remark that

$$
D_{(w, v)} \mathscr{F}\left(0,0, b(a+b)^{-p}\right):\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega) \rightarrow L_{0}^{2}(\Omega) \times L^{2}(\Omega),
$$

is given by

$$
D_{(w, v)} \mathscr{F}\left(0,0, b(a+b)^{-p}\right)=\left(\begin{array}{cc}
\Delta & 0 \\
-\frac{b p}{(a+b)^{p}} & d_{2} \Delta-(a+b)^{p}
\end{array}\right) .
$$

Thus $D_{(w, v)} \mathscr{F}\left(0,0, b(a+b)^{-p}\right)$ is invertible and we are in the frame of the implicit function theorem. It follows that there exist $\delta_{0}, r>0$ such that $\left(0,0, b(a+b)^{-p}\right)$ is the unique solution of

$$
\mathscr{F}(\delta, w, v)=\mathbf{0} \quad \text { in }\left[0, \delta_{0}\right] \times B_{r}\left(0, b(a+b)^{-p}\right),
$$

where $B_{r}\left(0, b(a+b)^{-p}\right)$ denotes the open ball in $\left(H_{\mathrm{n}}^{2}(\Omega) \cap L_{0}^{2}(\Omega)\right) \times H_{\mathrm{n}}^{2}(\Omega)$ centered at $\left(0, b(a+b)^{-p}\right)$ and having the radius $r>0$.

Let now $\left\{\delta_{n}\right\}$ be a sequence of positive real numbers such that $\delta_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and let $\left(u_{n}, v_{n}\right)$ be an arbitrary solution of (9.2) for $a, b, d_{2}$ fixed and $d_{1}=\delta_{n}$. Letting $w_{n}=u_{n}-(a+b)$, it follows that

$$
\mathscr{F}\left(\frac{1}{\delta_{n}}, w_{n}, v_{n}\right)=\mathbf{0} .
$$

According to Lemma 9.25 we have

$$
\left(w_{n}, v_{n}\right) \rightarrow\left(0, b(a+b)^{-p}\right) \text { in } C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega}) \text { as } n \rightarrow \infty .
$$

This means that for $n \geq 1$ large enough there holds $\left(1 / \delta_{n}, w_{n}, v_{n}\right) \in\left(0, \delta_{0}\right) \times$ $B_{r}\left(0, b(a+b)^{-p}\right)$ which yields $\left(w_{n}, v_{n}\right)=\left(0, b(a+b)^{-p}\right)$. Hence, for $d_{1}=1 / \delta_{n}>0$ small enough, the system (9.2) has only the constant solution $\left(a+b, b(a+b)^{-p}\right)$. The proof of (ii) is similar.

### 9.3.4 Existence Results

Let

$$
\begin{equation*}
\mathbf{X}=\left\{\mathbf{w}=(u, v) \in C^{1}(\bar{\Omega}) \times C^{1}(\bar{\Omega}): \frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=0 \text { on } \partial \Omega\right\} \tag{9.65}
\end{equation*}
$$

and decompose

$$
\begin{equation*}
\mathbf{X}=\bigoplus_{k \geq 1} \mathbf{X}_{k}, \tag{9.66}
\end{equation*}
$$

where $\mathbf{X}_{k}$ denotes the eigenspace corresponding to $\mu_{k}, k \geq 1$. Also consider

$$
\mathbf{X}^{+}=\{(u, v) \in X: u, v>0 \text { in } \bar{\Omega}\} .
$$

We write the system (9.2) in the form

$$
\begin{equation*}
-\Delta \mathbf{w}=\mathscr{G}(\mathbf{w}), \quad \mathbf{w} \in \mathbf{X}^{+} \tag{9.67}
\end{equation*}
$$

where

$$
\mathscr{G}(\mathbf{w})=\binom{\frac{1}{d_{1}}\left(a-u+u^{p} v\right)}{\frac{1}{d_{2}}\left(b-u^{p} v\right)}
$$

It is more convenient to write (9.67) in the form

$$
\mathscr{F}(\mathbf{w})=\mathbf{0}, \quad \mathbf{w} \in \mathbf{X}^{+}
$$

where

$$
\begin{equation*}
\mathscr{F}(\mathbf{w})=\mathbf{w}-(\mathbf{I}-\Delta)^{-1}(\mathscr{G}(\mathbf{w})+\mathbf{w}), \quad \mathbf{w} \in \mathbf{X}^{+} . \tag{9.68}
\end{equation*}
$$

Furthermore, at the uniform stationary steady state $\mathbf{w}_{0}$ we have

$$
\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)=\mathbf{I}-(\mathbf{I}-\Delta)^{-1}(\mathbf{I}+A),
$$

where

$$
A:=\nabla \mathscr{G}\left(\mathbf{w}_{0}\right)=\left(\begin{array}{cc}
\frac{1}{d_{1}}\left(\frac{b p}{a+b}-1\right) & \frac{(a+b)^{p}}{d_{1}} \\
-\frac{b p}{d_{2}(a+b)} & -\frac{(a+b)^{p}}{d_{2}}
\end{array}\right) .
$$

If $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible, by [154, Theorem 2.8.1] the index of $\mathscr{F}$ at $\mathbf{w}_{0}$ is given by

$$
\begin{equation*}
\operatorname{index}\left(\mathscr{F}, \mathbf{w}_{0}\right)=(-1)^{\gamma} \tag{9.69}
\end{equation*}
$$

where $\gamma$ denotes the number of the negative eigenvalues of $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$. On the other hand, using the decomposition (9.66) we have that $\mathbf{X}_{i}$ is an invariant space under $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ and $\xi \in \mathbb{R}$ is an eigenvalue of $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ in $\mathbf{X}_{i}$ if and only if $\xi$ is an eigenvalue of $\left(\mu_{i}+1\right)^{-1}\left(\mu_{i} \mathbf{I}-A\right)$. Therefore, $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible if and only if for any $i \geq 0$ the matrix $\left(\mu_{i} \mathbf{I}-A\right)$ is invertible.

Let us define

$$
\begin{equation*}
S\left(a, b, d_{1}, d_{2}, \mu\right)=\operatorname{det}(\mu \mathbf{I}-A) . \tag{9.70}
\end{equation*}
$$

Then, if $\mu_{i} \mathbf{I}-A$ is invertible for any $i \geq 0$, we have

$$
\begin{equation*}
\gamma=\sum_{i \geq 0, H\left(\mu_{i}\right)<0} e\left(\mu_{i}\right) . \tag{9.71}
\end{equation*}
$$

A straightforward computation yields

$$
\begin{equation*}
S\left(a, b, d_{1}, d_{2}, \mu\right)=\mu^{2}-\left[\frac{1}{d_{1}}\left(\frac{b p}{a+b}-1\right)-\frac{(a+b)^{p}}{d_{2}}\right] \mu+\frac{(a+b)^{p}}{d_{1} d_{2}} . \tag{9.72}
\end{equation*}
$$

If

$$
\begin{equation*}
\frac{b p}{a+b}>\left(1+\sqrt{\frac{d_{1}}{d_{2}}(a+b)^{p}}\right)^{2} \tag{9.73}
\end{equation*}
$$

then the equation $S\left(a, b, d_{1}, d_{2}, \mu\right)=0$ has two positive solutions $\mu^{ \pm}\left(a, b, d_{1}, d_{2}\right)$ given by

$$
\mu^{ \pm}\left(a, b, d_{1}, d_{2}\right)=\frac{1}{2}\left(\theta\left(a, b, d_{1}, d_{2}\right) \pm \sqrt{\theta\left(a, b, d_{1}, d_{2}\right)^{2}-\frac{4(a+b)^{p}}{d_{1} d_{2}}}\right)
$$

where

$$
\theta\left(a, b, d_{1}, d_{2}\right)=\frac{1}{d_{1}}\left(\frac{b p}{a+b}-1\right)-\frac{(a+b)^{p}}{d_{2}}
$$

Our main existence result is the following.
Theorem 9.26 Assume that condition (9.73) holds and there exist $i>j \geq 0$ such that
(i) $\mu_{i}<\mu^{+}\left(a, b, d_{1}, d_{2}\right)<\mu_{i+1}$ and $\mu_{j}<\mu^{-}\left(a, b, d_{1}, d_{2}\right)<\mu_{j+1}$.
(ii) $\sum_{k=j+1}^{i} e_{k}$ is odd.

Then (9.2) has at least one nonconstant solution.

Proof. We follow a similar approach to that in the previous section. According to Theorem 9.24 and the definition of $S$ in (9.70) and (9.72), we can choose $D>0$ large enough such that system (9.2) with diffusion coefficients $D$ and $d_{2}$ has no nonconstant solutions and

$$
\begin{equation*}
S\left(a, b, D, d_{2}, \mu\right)>0 \quad \text { for all } \mu \geq 0 . \tag{9.74}
\end{equation*}
$$

Further, by Proposition 9.20 there exist $C_{1}, C_{2}$ depending on $a, b, d_{1}, d_{2}$ such that any solution (u,v) of (9.2) with diffusion coefficients $d$ and $d_{2}\left(d \geq d_{1}\right)$ satisfies

$$
\begin{equation*}
C_{1}<u, v<C_{2} \quad \text { in } \bar{\Omega} . \tag{9.75}
\end{equation*}
$$

We next consider

$$
\mathscr{M}=\left\{(u, v) \in C(\bar{\Omega}) \times C(\bar{\Omega}): C_{1}<u, v<C_{2} \text { in } \bar{\Omega}\right\},
$$

and define

$$
\mathscr{H}: \mathscr{M} \times[0,1] \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega}),
$$

by

$$
\mathscr{H}(\mathbf{w}, t)=(\mathbf{I}-\Delta)^{-1}\binom{u+\left(\frac{1-t}{d_{1}}+\frac{t}{D}\right)\left(a-u+u^{p} v\right)}{v+\frac{1}{d_{1}}\left(b-u^{p} v\right)} .
$$

Remark that $\mathscr{H}$ is a compact perturbation of the identity and by (9.75) we have $\mathscr{H}(\mathbf{w}) \neq \mathbf{0}$ on $\partial \mathscr{M}$. Therefore, the Leray-Schauder degree $\operatorname{deg}(\mathscr{H}, \mathscr{M}, \mathbf{0})$ is well defined.

Further, it is easy to see that solving (9.2) is equivalent to finding a fixed point of $\mathscr{H}(\cdot, 1)$ in $\mathscr{M}$. According to the above choice of $\delta$ we have that $\mathbf{w}_{0}$ is the only fixed point of $\mathscr{H}(\cdot, 0)$. Furthermore by (9.74) we have

$$
\begin{equation*}
\operatorname{deg}(\mathbf{I}-\mathscr{H}(\cdot, 0), \mathscr{M}, 0)=\operatorname{index}\left(\mathbf{I}-\mathscr{H}(\cdot, 0), \mathbf{w}_{0}\right)=1 \tag{9.76}
\end{equation*}
$$

Using (9.68) we have $\mathbf{I}-\mathscr{H}(\cdot, 1)=\mathscr{F}$. Thus, if (9.2) has no other solutions except the constant one $\mathbf{w}_{0}$, then by (9.69)-(9.71) we have

$$
\begin{equation*}
\operatorname{deg}(\mathbf{I}-\mathscr{H}(\cdot, 1), \mathscr{M}, 0)=\operatorname{index}\left(\mathscr{F}, \mathbf{w}_{0}\right)=(-1)^{\sum_{k=j+1}^{i} e\left(\mu_{k}\right)}=-1 \tag{9.77}
\end{equation*}
$$

On the other hand, from (9.76), (9.77) and the invariance of the Leray-Schauder degree to the homotopy we deduce

$$
1=\operatorname{deg}(\mathbf{I}-\mathscr{H}(\cdot, 0), \mathscr{M}, 0)=\operatorname{deg}(\mathbf{I}-\mathscr{H}(\cdot, 1), \mathscr{M}, 0)=-1
$$

a contradiction. Therefore, there exists a nonconstant solution of (9.2). This finishes the proof.

Corollary 9.27 Let $a, b, d_{2}>0$ be fixed. Assume that

$$
\begin{equation*}
b(p-1)>a \tag{9.78}
\end{equation*}
$$

and all the eigenvalues $\mu_{i}$ have odd multiplicity. Then, there exists a sequence of intervals $\left\{\left(k_{n}, K_{n}\right)\right\}_{n}$ with $0<k_{n}<K_{n}<k_{n-1} \rightarrow 0$ (as $n \rightarrow \infty$ ) such that system (9.2) has at least one nonconstant solution for all $d_{1} \in \bigcup_{n \geq 1}\left(k_{n}, K_{n}\right)$.

Proof. In view of (9.78), condition (9.73) holds for small values of $d_{1}>0$. Also for $a, b, d_{2}>0$ fixed we have

$$
\mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \infty \quad \text { as } d_{1} \rightarrow 0
$$

and

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow \frac{(a+b)^{p+1}}{d_{2}(b(p-1)-a)} \quad \text { as } d_{1} \rightarrow 0
$$

Therefore we can find a sequence of intervals $\left\{\left(k_{n}, K_{n}\right)\right\}_{n}$ with $0<k_{n}<K_{n}<$ $k_{n-1} \rightarrow 0$ as $n \rightarrow \infty$ and such that

$$
\begin{equation*}
\sum_{\substack{i \geq 0, \mu^{-}<\mu_{i}<\mu^{+}}} e\left(\mu_{i}\right) \text { is odd } \tag{9.79}
\end{equation*}
$$

for all $d_{1} \in \bigcup_{n \geq 1}\left(k_{n}, K_{n}\right)$. Now, conditions (i)-(ii) in Theorem 9.26 are fulfilled, whence the conclusion of the corollary.

Corollary 9.28 Let a,,$d_{1}>0$ be fixed. Assume that (9.78) holds and

$$
\begin{equation*}
\sum_{\substack{i \geq 0, 0<\mu_{i}<\frac{b(p-1)-a}{d_{1}(a+b)}}} e\left(\mu_{i}\right) \text { is odd. } \tag{9.80}
\end{equation*}
$$

Then there exists $D>0$ such that the steady-state system (9.2) has at least one nonconstant solution for any $d_{2}>D$.

Proof. By virtue of (9.78), for any $d_{2}>0$ large enough condition (9.73) holds. Also for any $a, b, d_{1}$ fixed we have

$$
0<\mu^{-}\left(a, b, d_{1}, d_{2}\right)<\mu^{+}\left(a, b, d_{1}, d_{2}\right)<\frac{b(p-1)-a}{d_{1}(a+b)}
$$

and

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow 0, \mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \frac{b(p-1)-a}{d_{1}(a+b)} \quad \text { as } d_{2} \rightarrow \infty
$$

Therefore, for $d_{2}>0$ large, condition (9.80) implies (i)-(ii) in Theorem 9.26. This concludes the proof.

Corollary 9.29 Let a, b, $d_{1}, d_{2}>0$ be fixed such that $0<a+b \leq 1$ and all the eigenvalues $\mu_{i}$ have odd multiplicity. Then, there exists a sequence of intervals $\left\{\left(p_{n}, P_{n}\right)\right\}_{n}$ with $0<p_{n}<P_{n}<p_{n+1} \rightarrow \infty$ (as $n \rightarrow \infty$ ) such that system (9.2) has at least one nonconstant solution for all $p \in \bigcup_{n \geq 1}\left(p_{n}, P_{n}\right)$.

Proof. The proof is similar to that of Corollary 9.27. It relies on the fact that for large values of $p>1$ condition (9.73) holds and for $a, b, d_{2}>0$ fixed we have

$$
\mu^{+}\left(a, b, d_{1}, d_{2}\right) \rightarrow \infty \quad \text { as } p \rightarrow \infty,
$$

and

$$
\mu^{-}\left(a, b, d_{1}, d_{2}\right) \rightarrow 0 \quad \text { as } p \rightarrow \infty .
$$

### 9.4 Lengyel-Epstein Model

The Lengyel-Epstein model accounts for the chlorite-iodide-malonic acid and starch reaction (CIMA) in an open unstirred gel reactor. There are five reactants involved in the CIMA reaction, three of them having a slowly oscillating concentration. In a first approach, one can assume that three of the concentrations remain constant over the reaction process. Using this assumption, Lengyel and Epstein deduce the mathematical model of the CIMA reaction which, after a proper rescaling, reads as

$$
\begin{cases}u_{t}-\Delta u=a-u-\frac{4 u v}{1+u^{2}} & \text { in } \Omega \times(0, \infty)  \tag{9.81}\\ v_{t}-d \Delta v=b\left(u-\frac{u v}{1+u^{2}}\right) & \text { in } \Omega \times(0, \infty) \\ u(x, 0)=u_{0}(x), v(x, 0)=v_{0}(x) & \text { on } \Omega \\ \frac{\partial u}{\partial v}(x, t)=\frac{\partial u}{\partial v}(x, t)=0 & \text { on } \partial \Omega \times(0, \infty)\end{cases}
$$

where $\Omega \subset \mathbb{R}^{N}(N \geq 1), a, b, d>0$. Here $u$ and $v$ represent the concentrations of iodide and chlorite ions respectively. The parameters $a, b>0$ are related to the feed concentrations and to experimentally determined rate constants. In our case, a shift towards higher values of $a$ represents an increase in the supply of malonic
acid relative to the supply of the chloride dioxide, and increasing $b$ corresponds to a higher supply of iodine.

### 9.4.1 Global Solutions in Time

We are concerned in this section with the parabolic system (9.81). The main result is the following.

Theorem 9.30 Assume that $u_{0}, v_{0}>0$ in $\bar{\Omega}$. Then, system (9.81) has a unique solution $(u, v)$ which is global in time.

Furthermore we have
(i) There exist two constants $C_{1}, C_{2}>0$ depending only on $a$, $u_{0}$ and $v_{0}$ such that

$$
\begin{equation*}
C_{1}<u, v<C_{2} \quad \text { in } \bar{\Omega} \times(0, \infty) . \tag{9.82}
\end{equation*}
$$

(ii) $\lim \sup _{t \rightarrow \infty}\|u(\cdot, t)\|_{L^{\infty}(\Omega)}<a$ and $\lim \sup _{t \rightarrow \infty}\|v(\cdot, t)\|_{L^{\infty}(\Omega)}<a^{2}+1$.

Proof. (i) The existence and uniqueness part follows once we exhibit an invariant region for our system. To this aim, let

$$
\begin{gathered}
M_{1}=\max \left\{a, \max _{\bar{\Omega}} u_{0}\right\}, \quad M_{2}=\max \left\{2+M_{1}^{2}, \max _{\bar{\Omega}} v_{0}\right\} \\
m_{1}=\min \left\{\frac{a}{1+4 M_{2}}, \min _{\bar{\Omega}} u_{0}\right\}, \quad m_{2}=\min \left\{\frac{1}{2}, \min _{\bar{\Omega}} v_{0}\right\} .
\end{gathered}
$$

It is easily seen that the rectangle $\left(m_{1}, M_{1}\right) \times\left(m_{2}, M_{2}\right)$ is an invariant region with respect to the vector field generated by (9.81). Therefore, there exists a unique solution $(u, v)$ of (9.81) which is global in time. The two constants in (9.82) can now be chosen as

$$
C_{1}=\min \left\{m_{1}, m_{2}\right\}, \quad C_{2}=\max \left\{M_{1}, M_{2}\right\} .
$$

(ii) In view of (9.82), there exists $\varepsilon>0$ such that

$$
\varepsilon<4 u v /\left(1+u^{2}\right) \quad \text { in } \bar{\Omega} \times(0, \infty)
$$

and let $U$ be the unique global solution of

$$
\left\{\begin{array}{l}
U_{t}=a-\varepsilon-U  \tag{9.83}\\
U(0)=2\left\|u_{0}\right\|_{L^{\infty}(\Omega)}
\end{array}\right.
$$

that is,

$$
U(t)=a-\varepsilon+e^{-t}\left(2\left\|u_{0}\right\|_{L^{\infty}(\Omega)}-a+\varepsilon\right), \quad t \geq 0
$$

By the maximum principle we find $u \leq U$ in $\bar{\Omega} \times(0, \infty)$ so

$$
\limsup _{t \rightarrow \infty}\|u(\cdot, t)\|_{L^{\infty}(\Omega)} \leq \lim _{t \rightarrow \infty} U(t)=a-\varepsilon<a .
$$

The proof of the second part in (ii) is more involved. To this aim, let us fix $m>0$ such that $(a-\varepsilon)^{2}+m<a^{2}$ and define

$$
H(U, V)=\sup _{C_{1}<\xi<U} \xi\left(1-\frac{V-m}{1+\xi^{2}}\right) .
$$

Let now $V$ be the unique global solution of

$$
\left\{\begin{array}{l}
V_{t}=b H(U, V)  \tag{9.84}\\
V(0)=2\left\|v_{0}\right\|_{L^{\infty}(\Omega)}
\end{array}\right.
$$

Let $w=v-V$. Then $w$ satisfies

$$
\left\{\begin{align*}
-w_{t}+d \Delta w & =b\left[H(U, V)-\left(u-\frac{u v}{1+u^{2}}\right)\right] & & \text { in } \Omega \times(0, \infty),  \tag{9.85}\\
\frac{\partial w}{\partial v} & =0 & & \text { on } \partial \Omega \times(0, \infty) .
\end{align*}\right.
$$

We claim that $w<0$ in $\bar{\Omega} \times(0, \infty)$. This is clearly true for $t=0$. Assume that $w<0$ is not true in $\Omega \times(0, \infty)$. Then, using the fact that $w(x, 0)<0$ in $\bar{\Omega}$ it follows that there exists $\left(x_{0}, t_{0}\right) \in \Omega \times(0, \infty)$ such that

$$
w(x, t)<0 \quad \text { in } \Omega \times\left(0, t_{0}\right) \quad \text { and } w\left(x_{0}, t_{0}\right)=0 .
$$

This yields

$$
\begin{equation*}
w_{t}\left(x_{0}, t_{0}\right) \geq 0 \quad \text { and } \quad \max _{\bar{\Omega}} w\left(\cdot, t_{0}\right)=0 . \tag{9.86}
\end{equation*}
$$

Further, from the fact that $v\left(x_{0}, t_{0}\right)=V\left(t_{0}\right)$ we have

$$
\begin{aligned}
H\left(U\left(x_{0}, t_{0}\right), V\left(x_{0}, t_{0}\right)\right) & =\sup _{C_{1}<\xi<U\left(x_{0}, t_{0}\right)} \xi\left(1-\frac{V\left(t_{0}\right)-m}{1+\xi^{2}}\right) \\
& >\sup _{C_{1}<\xi<U\left(x_{0}, t_{0}\right)} \xi\left(1-\frac{v\left(x_{0}, t_{0}\right)}{1+\xi^{2}}\right) \\
& >\sup _{C_{1}<\xi<u\left(x_{0}, t_{0}\right)} \xi\left(1-\frac{v\left(x_{0}, t_{0}\right)}{1+\xi^{2}}\right) \\
\geq & \geq u\left(x_{0}, t_{0}\right)\left(1-\frac{v\left(x_{0}, t_{0}\right)}{1+u^{2}\left(x_{0}, t_{0}\right)}\right) .
\end{aligned}
$$

Combining this last estimate with (9.85) we find

$$
\begin{equation*}
-w_{t}\left(x_{0}, t_{0}+d \Delta w\left(x_{0}, t_{0}\right)>0\right. \tag{9.87}
\end{equation*}
$$

Our analysis splits up into two distinct cases.
Case 1. $x_{0} \in \Omega$. From (9.86) we find $\Delta w\left(x_{0}, t_{0}\right) \leq 0$ so

$$
-w_{t}\left(x_{0}, t_{0}\right)+d \Delta w\left(x_{0}, t_{0}\right) \leq 0
$$

which contradicts (9.87).
Case 2. $x_{0} \in \partial \Omega$. Then, from (9.87) it follows that $\Delta w\left(x_{0}, t_{0}\right)>0$ so there exists a smooth open set $\omega \subset \Omega$ such that $x_{0} \in \partial \omega$ and $w$ satisfies

$$
\left\{\begin{array}{c}
\Delta w\left(x, t_{0}\right) \geq 0, w<0 \quad \text { in } \omega, \\
w\left(x_{0}\right)=0 .
\end{array}\right.
$$

By Hopf's boundary point lemma it follows now that

$$
\frac{\partial w}{\partial v}\left(x_{0}, t_{0}\right)>0
$$

which contradicts the fact that the outer normal derivative $\partial w / \partial v$ vanishes on $\partial \Omega \times$ $(0, \infty)$.

Hence, in both the above cases we raise a contradiction, which means that $v<V$ in $\bar{\Omega} \times(0, \infty)$.

Let us now remark that

$$
\left(U_{0}, V_{0}\right)=\left(a-\varepsilon, 1+(a-\varepsilon)^{2}+m\right)
$$

is the unique equilibrium point of the ODE system (9.83)-(9.85). Also, the above equilibrium point is asymptotically stable and so

$$
\lim _{t \rightarrow \infty} V(t)=1+(a-\varepsilon)^{2}+m<1+a^{2}
$$

The last estimates in (ii) follows now from the above relation and the fact that $v<V$ in $\bar{\Omega} \times(0, \infty)$. This finishes our proof.

### 9.4.2 Turing Instabilities

Remark that

$$
\begin{equation*}
(u, v)=\left(\alpha, 1+\alpha^{2}\right), \alpha=a / 5 \tag{9.88}
\end{equation*}
$$

is the only equilibrium state of (9.81). In this subsection we discuss the Turing instability of (9.88). this occurs when (9.88) is unstable for (9.81) but stable for the associated ODE system, that is

$$
\left\{\begin{array}{l}
\frac{d u}{d t}=a-u-\frac{4 u v}{1+u^{2}}  \tag{9.89}\\
\frac{d v}{d t}=b\left(u-\frac{u v}{1+u^{2}}\right)
\end{array}\right.
$$

As in the previous section, we first rewrite (9.81) in vectorial form as follows:

$$
\mathbf{w}_{t}=\left(\begin{array}{ll}
1 & 0  \tag{9.90}\\
0 & d
\end{array}\right) \Delta \mathbf{w}+T(\mathbf{w}) \quad \text { in } \bar{\Omega} \times(0, \infty),
$$

where

$$
\mathbf{w}=\binom{u}{v} \quad \text { and } \quad T(\mathbf{w})=\left[\begin{array}{c}
a-u-\frac{4 u v}{1+u^{2}} \\
b u-\frac{b u v}{1+u^{2}}
\end{array}\right] .
$$

Denote by

$$
0=\mu_{0}<\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{n}<\cdots
$$

the eigenvalues of $-\Delta$ with homogeneous Neumann boundary condition and by $m\left(\mu_{k}\right)$ the multiplicity of $\mu_{k}, k \geq 0$. Consider also the space $\mathbf{X}$ and its decomposition as in (9.65) and (9.66).

The linearization of (9.90) at the uniform steady state $\mathbf{w}_{0}=\left(\alpha, 1+\alpha^{2}\right)^{T}$ is

$$
\mathscr{L}: \mathbf{X} \rightarrow C(\bar{\Omega}) \times C(\bar{\Omega}), \quad \mathscr{L}=\left(\begin{array}{ll}
1 & 0 \\
0 & d
\end{array}\right) \Delta+T\left(\mathbf{w}_{0}\right) .
$$

Then $\mathbf{X}_{k}$ is invariant for $\mathscr{L}$ and $\xi_{k}$ is an eigenvalue of $\mathscr{L}$ on $\mathbf{X}_{k}$ if and only if $\xi$ is an eigenvalue of the matrix

$$
A_{k}=\left(\begin{array}{cc}
-\mu_{k}+\frac{3 \alpha^{2}-5}{1+\alpha^{2}} & -\frac{4 \alpha}{1+\alpha^{2}} \\
\frac{2 b \alpha^{2}}{1+\alpha^{2}} & -d \mu_{k}-\frac{b \alpha}{1+\alpha^{2}}
\end{array}\right)
$$

Further,

$$
\begin{aligned}
\operatorname{det}\left(A_{k}\right) & =d \mu_{k}\left(\mu_{k}-\frac{3 \alpha^{2}-5}{1+\alpha^{2}}\right)+\frac{b \alpha}{1+\alpha^{2}}\left(\mu_{k}+5\right) \\
\operatorname{Tr}\left(A_{k}\right) & =-(1+d) \mu_{k}-\frac{(b+4) \alpha}{1+\alpha^{2}}<0
\end{aligned}
$$

If $\mu_{1} \geq\left(3 \alpha^{2}-5\right) /\left(1+\alpha^{2}\right)$ then $\operatorname{det}\left(A_{k}\right)>0$ for all $k \geq 0$.
If $\mu_{1}<\left(3 \alpha^{2}-5\right) /\left(1+\alpha^{2}\right)$, then let $p \geq 1$ be the largest positive integer such that

$$
0=\mu_{0}<\mu_{1} \leq \mu_{2} \leq \cdots \leq \mu_{p}<\frac{3 \alpha^{2}-5}{1+\alpha^{2}} \leq \mu_{p+1} \leq \mu_{p+2} \leq \ldots
$$

and let

$$
\begin{equation*}
D=\frac{b \alpha}{1+\alpha^{2}} \min _{1 \leq k \leq p} \frac{\mu_{k}+5}{\frac{3 \alpha^{2}-5}{1+\alpha^{2}}-\mu_{k}} \tag{9.91}
\end{equation*}
$$

Following a similar approach to that in Theorems 9.3 and 9.5 we find:
Theorem 9.31 Assume $b \alpha>3 \alpha^{2}-5$.
(i) If one of the following holds:
(il) $\mu_{1} \geq\left(3 \alpha^{2}-5\right) /\left(1+\alpha^{2}\right)$.
(i2) $\mu_{1}<\left(3 \alpha^{2}-5\right) /\left(1+\alpha^{2}\right)$ and $d<D$.
then the uniform steady state (9.88) is asymptotically stable.
(ii) If $\mu_{1}<\left(3 \alpha^{2}-5\right) /\left(1+\alpha^{2}\right)$ and $d>D$ then (9.88) is stable for the ODE system (9.89) but unstable for (9.81), so Turing instabilities occur.

Proof. Remark first that condition $b \alpha>3 \alpha^{2}-5$ is equivalent to the stability of (9.88) for the ODE system (9.89).
(i) both conditions (i1) and (i2) imply $\operatorname{tr}\left(A_{k}\right)<0<\operatorname{det}\left(A_{k}\right)$ for all $k \geq 0$ so the spectrum of the linearized operator $\mathscr{L}$ lies in the region $\{z \in \mathbb{C}: \operatorname{Re}(z)<-c\}$, where $c>0$ is a positive real number. By standard methods (see e.g. Theorem 5.1.1. in [110, Theorem 5.11]) it follows that (9.88) is asymptotically stable for (9.81).
(ii) Let $k \geq 1$ be the index that achieves the minimum in (9.91). Then $\operatorname{det}\left(A_{k}\right)<0$ which by Corollary 5.1 in [110] implies that (9.88) is unstable for (9.81). This concludes the proof.

### 9.4.3 A Priori Estimates for Stationary Solutions

In this section we shall be concerned with the steady state system corresponding to (9.81), that is,

$$
\left\{\begin{align*}
-\Delta u=a-u-\frac{4 u v}{1+u^{2}} & \text { in } \Omega  \tag{9.92}\\
-d \Delta v=b\left(u-\frac{u v}{1+u^{2}}\right) & \text { in } \Omega \\
\frac{\partial u}{\partial v}(x)=\frac{\partial u}{\partial v}(x)=0 & \text { on } \partial \Omega
\end{align*}\right.
$$

Using Theorem 1.1 we have:
Lemma 9.32 Any solution $(u, v)$ of (9.46) satisfies

$$
\begin{equation*}
\frac{a}{5+4 a^{2}}<u<a \quad \text { in } \Omega \tag{9.93}
\end{equation*}
$$

and

$$
\begin{equation*}
1+\left(\frac{a}{5+4 a^{2}}\right)^{2}<v<1+a^{2} \quad \text { in } \Omega \tag{9.94}
\end{equation*}
$$

For any solution $(u, v)$ of (9.46) we denote by $\bar{u}$ and $\bar{v}$ the average over $\Omega$ of $u$ respectively $v$. Then, by integrating the two equations in (9.92) we find $\bar{u}=a$.

Let now

$$
\phi=u-\bar{u}, \quad \psi=v-\bar{v} .
$$

Our next result provides energy estimates for $\phi$ and $\psi$.
Proposition 9.33 Let (u,v) be a nonconstant solution of (9.46). Then:
(i) $\int \phi \psi>0$ and $\int \nabla \phi \cdot \nabla \psi>0$;
(ii) $\frac{3 d^{2} \mu_{1}^{2}}{b^{2}\left(3 \mu_{1}^{2}+15 \mu_{1}+20\right)} \leq \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}} \leq \frac{16 d^{2}}{b^{2}}$;
(iii) $\frac{\mu_{1}^{3}}{\left(\mu_{1}+1\right)\left(2 \mu_{1}^{2}+2 \mu_{1}+1\right)}\left(\frac{d_{2}}{d_{1}}\right)^{2} \leq \frac{\|\nabla \phi\|_{2}^{2}+\|\phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}+\|\psi\|_{2}^{2}} \leq \frac{\mu_{1}+1}{\mu_{1}}\left(\frac{d_{2}}{d_{1}}\right)^{2}$.

Proof. (i) From (9.92) we have

$$
\begin{equation*}
-\Delta(b u-4 d v)=b(a-5 u)=-5 b \phi \quad \text { in } \Omega \tag{9.95}
\end{equation*}
$$

We next multiply this equality by $b u-4 d v$ and integrate over $\Omega$. We obtain

$$
\int|\nabla(b u-4 d v)|^{2}=-5 b \int \phi(b u-4 d v)=-5 b^{2} \int \phi^{2}+20 b d \int \phi \psi
$$

This yields

$$
\begin{equation*}
\int \phi \psi \geq \frac{b}{4 d} \int \phi^{2}>0 \tag{9.96}
\end{equation*}
$$

We now multiply (9.95) by $\phi$ and integrate over $\Omega$. We have

$$
-5 b \int \phi^{2}=\int \nabla \phi \nabla(b u-4 d v)=b \int|\nabla \phi|^{2}-4 d \int \nabla \phi \nabla \psi
$$

so

$$
\begin{equation*}
4 d \int \nabla \phi \nabla \psi=5 b \int \phi^{2}+b \int|\nabla \phi|^{2}>0 \tag{9.97}
\end{equation*}
$$

(ii) We multiply (9.95) by $b u-4 d v$ and integrate over $\Omega$. Using (9.97) we find

$$
\begin{aligned}
16 d^{2} \int|\nabla \psi|^{2} & =b^{2} \int|\nabla \phi|^{2}+5 b^{2} \int \phi^{2}+20 b d \int \phi \psi \\
& \leq b^{2} \int|\nabla \phi|^{2}+5 b^{2} \int \phi^{2}+20 b d\left(\frac{b}{3 d \mu_{1}} \int \phi^{2}+\frac{3 d \mu_{1}}{4 d} \int \psi^{2}\right) \\
& =b^{2} \int|\nabla \phi|^{2}+\left(5 b^{2}+\frac{4 b^{2}}{3 \mu_{1}}\right) \int \phi^{2}+15 d^{2} \mu_{1} \int \psi^{2}
\end{aligned}
$$

Next, by Poincaré's inequality (9.60) we derive

$$
16 d^{2} \int|\nabla \psi|^{2} \leq\left[b^{2}+\frac{1}{\mu_{1}}\left(5 b^{2}+\frac{4 b^{2}}{3 \mu_{1}}\right)\right] \int|\nabla \phi|^{2}+15 d^{2} \int|\nabla \psi|^{2}
$$

so

$$
\int|\nabla \psi|^{2} \leq \frac{b^{2}\left(3 \mu_{1}^{2}+15 \mu_{1}+20\right)}{3 \mu_{1}^{2}} \int|\nabla \phi|^{2}
$$

which implies the first inequality in (ii). For the second inequality in (ii) we start from

$$
0 \leq \int|\nabla(b u-4 d v)|^{2}=16 d^{2} \int|\nabla \psi|^{2}-10 b^{2} \int \phi^{2}-b^{2} \int|\nabla \phi|^{2}
$$

which yields

$$
16 d^{2} \int|\nabla \psi|^{2}-b^{2} \int|\nabla \phi|^{2} \geq 0
$$

and so

$$
\frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}} \leq \frac{16 d^{2}}{b^{2}}
$$

(iii) By Poincaré's inequality we find

$$
\frac{\mu_{1}}{\mu_{1}+1} \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}} \leq \frac{\|\nabla \phi\|_{2}^{2}+\|\phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}+\|\psi\|_{2}^{2}} \leq \frac{\mu_{1}+1}{\mu_{1}} \frac{\|\nabla \phi\|_{2}^{2}}{\|\nabla \psi\|_{2}^{2}}
$$

It only remains to use (ii) and the above estimates to deduce (iii). This finishes the proof.

### 9.4.4 Nonexistence Results

Theorem 9.34 (i) Let $a, b>0$ be fixed. Then, there exists $D=D\left(a, b, \mu_{1}\right)>0$ such that if $0<d<D$ then (9.92) has no nonconstant solutions.
(ii) Let $a, d>0$, then there exists $B=B\left(a, d, \mu_{1}\right)>0$ such that (9.92) has no nonconstant solutions if $b>B$.

Proof. Assume that $(u, v)$ is a nonconstant solution of (9.92). Let us first multiply by $\psi$ in the second equation of (9.92). Integrating over $\Omega$ we find

$$
\begin{aligned}
d \int|\nabla \psi|^{2} & =\int \phi \psi-\int \frac{u v}{1+u^{2}} \psi \\
& =\int \phi \psi-\int\left(\frac{u v}{1+u^{2}}-\frac{u \bar{v}}{1+u^{2}}\right) \psi-\int\left(\frac{u \bar{v}}{1+u^{2}}-\frac{\bar{u} \bar{v}}{1+\bar{u}^{2}}\right) \psi \\
& =\int \phi \psi-\int \frac{u}{1+u^{2}} \psi^{2}+\int \frac{(u \bar{u}-1) \bar{v}}{\left(1+u^{2}\right)\left(1+\bar{u}^{2}\right)} \psi .
\end{aligned}
$$

From Theorem 9.32, there exist $C_{1}, C_{2}>0$ depending on $a$ such that

$$
d \int|\nabla \psi|^{2} a \leq C_{1} \int|\phi||\psi|-C_{2} \int \psi^{2}
$$

By Poincaré's inequality and Theorem 9.33(ii) we now derive

$$
\begin{aligned}
d \int|\nabla \psi|^{2} & \leq C_{1}\left(\frac{C_{2}}{C_{1}} \int \psi^{2}+\frac{C_{1}}{4 C_{2}} \int \phi^{2}\right)-C_{2} \int|\psi|^{2} \\
& =\frac{C_{1}^{2}}{4 C_{2}} \int \phi^{2} \leq \frac{C_{1}^{2}}{4 C_{2} \mu_{1}} \int|\nabla \phi|^{2} \\
& \leq \frac{C}{\mu_{1}} \frac{16 d^{2}}{b^{2}} \int|\nabla \psi|^{2},
\end{aligned}
$$

where $C>0$ depends only on $a$. This last inequality yields

$$
d \int|\nabla \psi|^{2} \leq \frac{C}{\mu_{1}} \frac{16 d}{b^{2}} \int|\nabla \psi|^{2} .
$$

Now, it is clear that if $d$ is small or $b>0$ is large enough the above inequality implies $\psi=$ const so $u$ and $v$ are both constant solutions, which contradicts our assumption.

Theorem 9.35 Assume that $a \leq 5 \sqrt{3}$ and

$$
\frac{b}{d}>\frac{8 a}{5}-\frac{25}{a}
$$

Then, (9.92) has no nonconstant solutions.
Proof. Let $(u, v)$ be a nonconstant solution of (9.92). We multiply the first equation in (9.92) by $\left(1+u^{2}\right) \phi$ and integrate over $\Omega$. We obtain

$$
\int \nabla \phi \nabla\left(\phi+u^{2} \phi\right)=\int(a-u)\left(1+u^{2}\right) \phi-4 \int u v \phi
$$

and hence

$$
\begin{align*}
\int\left(1+2 u \phi+u^{2}\right)|\nabla \phi|^{2} & =\int(a-u) \phi+\int(a-u) u^{2} \phi-4 \int u v \phi \\
& =-\int \phi^{2}+\int(a-u) u^{2} \phi-4 \int u v \phi . \tag{9.98}
\end{align*}
$$

Remark that

$$
\begin{aligned}
1+2 u \phi+u^{2} & =3 u^{2}-\frac{2 a}{5} u+1 \\
\int(a-u) u^{2} \phi & =\int\left(-u^{2}+\frac{4 a}{5} u+\frac{4 a^{2}}{25}\right) \phi^{2} \\
\int u v \phi & =\int\left(u-\frac{a}{5}\right) v \phi+\frac{a}{5} \int v \phi=\int v \phi^{2}+\frac{a}{5} \phi \psi .
\end{aligned}
$$

Thus, from (9.98) we find

$$
\int\left(3 u^{2}-\frac{2 a}{5} u+1\right)|\nabla \phi|^{2}=\int\left(-u^{2}+\frac{4 a}{5} u+\frac{4 a^{2}}{25}-1\right) \phi^{2}-4 \int v \phi^{2}+\frac{4 a}{5} \int \phi \psi .
$$

From Theorem 9.33 we have $v \geq 1$ in $\Omega$ so

$$
\begin{equation*}
\int\left(3 u^{2}-\frac{2 a}{5} u+1\right)|\nabla \phi|^{2}=\int\left(-u^{2}+\frac{4 a}{5} u+\frac{4 a^{2}}{25}-5\right) \phi^{2}+\frac{4 a}{5} \int \phi \psi \tag{9.99}
\end{equation*}
$$

We next use the fact that

$$
3 u^{2}-\frac{2 a}{5} u+1 \geq 1-\frac{a^{2}}{75}, \quad-u^{2}+\frac{4 a}{5} u+\frac{4 a^{2}}{25} \leq \frac{8 a^{2}}{25} .
$$

Also, from (9.96) we find

$$
\frac{4 a}{5} \int \phi \psi \geq \frac{a b}{5 d} \int \phi^{2}
$$

Using all these estimates in (9.99) we now obtain

$$
\left(1-\frac{a^{2}}{75}\right) \int|\nabla \phi|^{2} \leq\left(\frac{8 a^{2}}{25}-5-\frac{a b}{5 d}\right) \int \phi^{2} .
$$

It is now clear that under the condition on $a, b$ and $d$ stated in theorem 9.35 the lefthand side of the above inequality is positive while the right-hand side is negative, which is a contradiction.

### 9.4.5 Existence

We first formulate the steady state system (9.92) in a framework in which the LeraySchauder degree theory can be easily applied. Remark first that (9.92) is equivalent to

$$
\mathscr{F}(\mathbf{w})=\mathbf{w}-(\mathbf{I}-\Delta)^{-1}(\mathscr{G}(\mathbf{w})+\mathbf{w}), \quad \mathbf{w} \in \mathbf{X}^{+}
$$

where

$$
\mathscr{G}(\mathbf{w})=\left[\begin{array}{l}
a-u-\frac{4 u v}{1+u^{2}} \\
\frac{b}{d}\left(u-\frac{u v}{1+u^{2}}\right)
\end{array}\right] .
$$

Further, if $\mathbf{w}_{0}$ is the uniform steady state defined in (9.88), then

$$
\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)=\mathbf{I}-(\mathbf{I}-\Delta)^{-1}(\mathbf{I}+A),
$$

where

$$
A:=\nabla \mathscr{G}\left(\mathbf{w}_{0}\right)=\frac{1}{1+\alpha^{2}}\left(\begin{array}{cc}
3 \alpha^{2}-5 & -4 \alpha \\
-\frac{2 b \alpha^{2}}{d} & -\frac{b \alpha}{d}
\end{array}\right) .
$$

If $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible, then the index of $\mathscr{F}$ at $\mathbf{w}_{0}$ is given by

$$
\begin{equation*}
\operatorname{index}\left(\mathscr{F}, \mathbf{w}_{0}\right)=(-1)^{\gamma} \tag{9.100}
\end{equation*}
$$

where $\gamma$ denotes the number of negative eigenvalues of $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$.
To better quantify the index of $\mathscr{F}$ at $\mathbf{w}_{0}$, let us introduce

$$
P(a, b, d, \mu)=\operatorname{det}(\mu \mathbf{I}-A)
$$

Then, it is easy to see that $\nabla \mathscr{F}\left(\mathbf{w}_{0}\right)$ is invertible if and only if $\mu_{k} I-A$ is invertible for all $k \geq 0$, that is

$$
P\left(a, b, d, \mu_{k}\right) \neq 0 \quad \text { for all } k \geq 0
$$

Remark now that

$$
P(a, b, d, \mu)=\mu^{2}-\left(\frac{3 \alpha^{2}-5}{1+\alpha^{2}}-\frac{b \alpha}{d\left(1+\alpha^{2}\right)}\right) \mu+\frac{5 b \alpha^{3}}{d\left(1+\alpha^{2}\right)} .
$$

Therefore, if

$$
\begin{equation*}
3 \alpha^{2}-5>\frac{b \alpha}{d}+2 \sqrt{\frac{5 b \alpha}{d}\left(1+\alpha^{2}\right)} \tag{9.101}
\end{equation*}
$$

then the equation $P(a, b, d, \mu)=0$ has exactly two positive solutions $\mu^{ \pm}(a, b, d)$ given by

$$
\mu^{ \pm}(a, b, d)=\frac{1}{2}\left[\sigma^{2} \pm \sqrt{\sigma^{2}-\frac{20 b \alpha}{d\left(1+\alpha^{2}\right)}}\right]
$$

where

$$
\sigma=\frac{3 \alpha^{2}-5}{1+\alpha^{2}}-\frac{b \alpha}{d\left(1+\alpha^{2}\right)}
$$

Our main existence result is the following.
Theorem 9.36 Assume that condition (9.101) holds and there exist $i>j \geq 0$ such that
(i) $\mu_{i}<\mu^{+}(a, b, d)<\mu_{i+1}$ and $\mu_{j}<\mu^{-}(a, b, d)<\mu_{j+1}$.
(ii) $\sum_{k=j+1}^{i} m\left(\mu_{k}\right)$ is odd.

Then (9.92) has at least one nonconstant solution.
The next results that follow from Theorem 9.36 show that the Turing patterns may occur in the Lengyel-Epstein model (9.81) provided $a, 1 / b$ and $d$ are large.

Corollary 9.37 Let $b, d>0$ be fixed. Assume that all the eigenvalues $\mu_{k}$ have odd multiplicity. Then, there exists a sequence of intervals $\left\{\left(a_{n}, A_{n}\right)\right\}_{n}$ with $0<a_{n}<$ $A_{n}<a_{n+1} \rightarrow \infty$ (as $n \rightarrow \infty$ ) such that system (9.92) has at least one nonconstant solution for all $a \in \bigcup_{n \geq 1}\left(a_{n}, A_{n}\right)$.

Proof. Note first that for large values of $a>0$ condition (9.101) is satisfied. Further, since

$$
\mu^{+}(a, b, d) \rightarrow \infty \quad \text { as } a \rightarrow \infty,
$$

and

$$
\mu^{-}(a, b, d) \rightarrow \infty \quad \text { as } a \rightarrow \infty,
$$

one can find a sequence of intervals $\left\{\left(a_{n}, A_{n}\right)\right\}_{n}$ as in the statement of Corollary 9.38 such that

$$
\begin{equation*}
\sum_{\substack{k \geq 0, \mu^{-}<\mu_{k}<\mu^{+}}} m\left(\mu_{k}\right) \text { is odd } \tag{9.102}
\end{equation*}
$$

for all $a \in \bigcup_{n \geq 1}\left(a_{n}, A_{n}\right)$. The conclusion follows now from Theorem 9.36.
Corollary 9.38 Let $d>0, a>\frac{5 \sqrt{15}}{3}$ be fixed and assume that

$$
\begin{equation*}
\sum_{\substack{k \geq 0, 0<\mu_{k}<\frac{3 \alpha^{2}-5}{1+\alpha^{2}}}} e\left(\mu_{i}\right) \text { is odd. } \tag{9.103}
\end{equation*}
$$

Then, there exists $B>0$ such that the steady-state system (9.92) has at least one nonconstant solution for any $0<b<B$.

Proof. It is easy to see that (9.101) holds for small values of $b>0$. Also

$$
0<\mu^{-}(a, b, d)<\mu^{+}(a, b, d)<\frac{3 \alpha^{2}-5}{1+\alpha^{2}}
$$

and

$$
\mu^{-}(a, b, d) \rightarrow 0, \mu^{+}(a, b, d) \rightarrow \frac{3 \alpha^{2}-5}{1+\alpha^{2}} \quad \text { as } b \rightarrow \infty
$$

Therefore, for $b>0$ small enough, conditions (i) and (ii) in Theorem 9.36 are satisfied.

Corollary 9.39 Let $a>\frac{5 \sqrt{15}}{3}, b>0$ be fixed and assume that (9.103) holds. Then there exists $D>0$ such that the steady-state system (9.92) has at least one nonconstant solution for any $d>D$.

Proof. First, let us remark that for large $d>0$ condition (9.101) holds. Also for any $a, b$ fixed we have

$$
0<\mu^{-}(a, b, d)<\mu^{+}(a, b, d)<\frac{3 \alpha^{2}-5}{1+\alpha^{2}}
$$

and

$$
\mu^{-}(a, b, d) \rightarrow 0, \mu^{+}(a, b, d) \rightarrow \frac{3 \alpha^{2}-5}{1+\alpha^{2}} \quad \text { as } d \rightarrow \infty
$$

Therefore, for $d>0$ large, conditions (9.103) and (i)-(ii) in Theorem 9.36 are fulfilled. This implied the existence of a nonconstant solution for large $d>0$.

Combining Corollary 9.39 with Theorem 9.35 we now obtain
Corollary 9.40 Let $b>0$ be fixed.
(i) If $0<a \leq \frac{5 \sqrt{15}}{3}$ and $0<\frac{d}{b}<\frac{\sqrt{15}}{25}$ then (9.92) has no nonconstant solutions.
(ii) If $a>\frac{5 \sqrt{15}}{3}$ and (9.103) holds, then there exists $D>0$ such that (9.92) has at least one nonconstant solution for all $d>D$.

# Chapter 10 <br> Pattern Formation and the Gierer-Meinhardt Model in Molecular Biology 

Mathematics is a part of physics.
Physics is an experimental science, a part of natural sciences. Mathematics is the part of physics where experiments are cheap.

Vladimir Arnold (1937-2010)

### 10.1 Introduction

In 1972 Gierer and Meinhardt [98] proposed a mathematical model for pattern formation of spatial tissue structures in morphogenesis, a biological phenomenon discovered by Trembley [196] in 1744. The mechanism behind the Gierer-Meinhardt's model is based on the existence of two chemical substances: a slowly diffusing activator and a rapidly diffusing inhibitor. The ratio of their diffusion rates is assumed to be small.

The model introduced by Gierer and Meinhardt reads as

$$
\begin{cases}u_{t}=d_{1} \Delta u-\alpha u+c \rho \frac{u^{p}}{v^{q}}+\rho_{0} \rho & \text { in } \Omega \times(0, T)  \tag{10.1}\\ v_{t}=d_{2} \Delta v-\beta v+c^{\prime} \rho^{\prime} \frac{u^{r}}{v^{s}} & \text { in } \Omega \times(0, T),\end{cases}
$$

subject to Neumann boundary conditions in a smooth bounded domain $\Omega$. Here the unknowns $u$ and $v$ stand for the concentration of activator and inhibitor with the source distributions $\rho$ and $\rho^{\prime}$ respectively. In system (10.1), $d_{1}, d_{2}$ are the diffusion coefficients and $\alpha, \beta, c, c^{\prime}, \rho_{0}$ are positive constants. The exponents $p, q, r, s>0$
verify the relation

$$
q r>(p-1)(s+1)>0 .
$$

The model introduced by Gierer and Meinhardt has been used with satisfactory quantitative results for modelling the head regeneration process of hydra, an animal of a few millimeters in length, consisting of 100,000 cells of about 15 different types and having a polar structure.

The Gierer-Meinhardt system originates in the Turing one [197] introduced in 1952 as a mathematical model for the development of complex organisms from a single cell. It has been emphasized that localized peaks in concentration of chemical substances, known as inducers or morphogenesis, could be responsible for a group of cells developing differently from the surrounding cells. Turing discovered through linear analysis that a large difference in relative size of diffusivities for activating and inhibiting substances carries instability of the homogeneous, constant steady state, thus leading to the presence of nontrivial, possibly stable stationary configurations.

A global existence result for a more general system than (10.1) is given in the recent paper of Jiang [112]. It has also been shown that the dynamics of the system (10.1) exhibit various interesting behaviors such as periodic solutions, unbounded oscillating global solutions, and finite time blow-up solutions. We refer the reader to Ni, Suzuki, and Takagi [150] for a description of the dynamics concerning the system (10.1).

Many works have been devoted to the study of the steady-state solutions of (10.1), that is, solutions of the stationary system

$$
\begin{cases}d_{1} \Delta u-\alpha u+c \rho \frac{u^{p}}{v^{q}}+\rho_{0} \rho=0 & \text { in } \Omega,  \tag{10.2}\\ d_{2} \Delta v-\beta v+c^{\prime} \rho^{\prime} \frac{u^{r}}{v^{s}}=0 & \text { in } \Omega,\end{cases}
$$

subject to Neumann boundary conditions. The main difficulty in the treatment of (10.2) is the lack of variational structure. Another direction of research is to consider the shadow system associated to (10.2), an idea due to Keener [114]. This system is obtained by dividing by $d_{2}$ in the second equation and then letting $d_{2} \rightarrow \infty$. It has been shown that nonconstant solutions of the shadow system associated to (10.2) exhibit interior or boundary concentrating points. Among the large number of works
in this direction we refer the interested reader to [151-153], [204], [205] as well as to the survey papers of Ni [148], [149].

In the following, new features of Gierer-Meinhardt type systems are emphasized. More exactly, we shall be concerned with systems of the type

$$
\begin{cases}\Delta u-\alpha u+\frac{u^{p}}{v^{q}}+\rho(x)=0, u>0 & \text { in } \Omega  \tag{10.3}\\ \Delta v-\beta v+\frac{u^{r}}{v^{s}}=0, v>0 & \text { in } \Omega \\ u=0, v=0 & \text { on } \partial \Omega\end{cases}
$$

in a smooth bounded domain $\Omega \subset \mathbb{R}^{N}(N \geq 1)$. Here $u$ and $v$ represent the concentration of the activator and inhibitor and $\rho \in C^{0, \gamma}(\bar{\Omega})(0<\gamma<1)$ represents the source distribution of the activator. We assume that $\rho \geq 0$ in $\Omega, \rho \not \equiv 0$ and $\alpha, \beta$ are nonnegative real numbers. The case $\rho \equiv 0$ is more delicate and involves a more careful analysis of the Gierer-Meinhardt system. This situation has been analyzed in the recent works [38], [39], [150], [153], [204], [205].

We are mainly interested in the case where the activator and inhibitor have different source terms, that is, $(p, q) \neq(r, s)$.

Let us notice that the homogeneous Dirichlet boundary condition in (10.3) (instead of Neumann's one as in (10.2)) turns the system singular in the sense that the nonlinearities $\frac{u^{p}}{v^{q}}$ and $\frac{u^{r}}{v^{v}}$ become unbounded around the boundary.

The existent results in the literature for (10.3) concern the case of common sources of the concentrations, that is, $(p, q)=(r, s)$. If $p=q=r=s=1$ and $\rho \equiv 0$, the system (10.3) was studied in Choi and McKenna [38]. In Kim [116], [117] it is studied the system (10.3) with $p=r$ and $q=s$. In the case of common sources, a decouplization of the system is suitable in order to provide a priori estimates for the unknowns $u$ and $v$. More precisely, if $p=r$ and $q=s$ then, subtracting the two equations in (10.3) and letting $w=u-v$ we get the equivalent form

$$
\begin{cases}\Delta w-\alpha w+(\beta-\alpha) w v+\rho(x)=0 & \text { in } \Omega  \tag{10.4}\\ \Delta v-\beta v+\frac{(v+w)^{p}}{v^{q}}=0 & \text { in } \Omega \\ v=w=0 & \text { on } \partial \Omega\end{cases}
$$

Thus, the study of system (10.3) amounts to the study of (10.4) in which the first equation is linear. This is more suitable to derive upper and lower barriers for $u$ and $v$ (see [38], [116], [117]). For more applications of the decouplization method in
the context of elliptic systems we refer the reader to [118]. We also mention here the paper of Choi and McKenna [39] where the existence of radially symmetric solutions in the case $p=r>1, q=1, s=0$ and $\Omega=B_{1} \subset \mathbb{R}^{2}$ is discussed. In [39], a priori bounds for concentrations $u$ and $v$ are obtained through sharp estimates for the associated Green's function.

In our case, such a decouplization is not possible due to the fact that $(p, q) \neq(r, s)$. In order to overcome this, we shall exploit the boundary behavior of solutions of single singular equations associated to system (10.3). In turn, this approach requires uniqueness or suitable comparison principles for single singular equations that come from our system. These features are usually associated with nonlinearities having a sublinear growth and that is why we restrict our attention to the case $p<1$. Our results extend those presented in [94], [93] and give precise answers to some questions raised in Choi and McKenna [38], [39] and Kim [116], [117]. Also the approach we give here enables us to deal with various type of exponents. For instance, we shall consider the case $p<0$ (see Theorems 10.15 and 10.16) which means that the nonlinearity in the first equation of (10.3) is singular in both its variables $u$ and $v$. Furthermore, these results can be successfully applied to treat the case $-1<s \leq 0$ (see Remark 26).

We are interested in the following range of exponents

$$
\begin{gather*}
-\infty<p<1 \\
q, r, s>0 \text { and } s \geq r-1 \tag{10.5}
\end{gather*}
$$

In our approach we do not require any order relation between the nonnegative numbers $\alpha$ and $\beta$. Also we do not impose any growth condition on the source distribution $\rho(x)$ of the activator. A major role in our analysis will be played by the number

$$
\begin{equation*}
\sigma=\min \left\{1, \frac{2+r}{1+s}\right\} . \tag{10.6}
\end{equation*}
$$

### 10.2 Some Preliminaries

Throughout this section $\|\cdot\|_{\infty}$ denotes the $L^{\infty}(\Omega)$ norm. Also we denote by $\lambda_{1}$ and $\varphi_{1}$ the first eigenvalue and the first normalized eigenfunction of $-\Delta$ in $H_{0}^{1}(\Omega)$ with $\left\|\varphi_{1}\right\|_{\infty}=1$. As is well known, $\varphi_{1} \in C^{2}(\bar{\Omega}), \varphi_{1}>0$ in $\Omega$, and there exists $C>0$ such
that

$$
\begin{equation*}
C d(x) \leq \varphi_{1} \leq \frac{1}{C} d(x) \quad \text { in } \Omega \tag{10.7}
\end{equation*}
$$

We also recall the following useful result which is due to Lazer and McKenna.
Lemma 10.1 (Lazer and McKenna [130]) $\int_{\Omega} \varphi_{1}^{\tau} d x<\infty$ if and only if $\tau>-1$.
Proposition 10.2 Let $0 \leq p<1,0<q<p+1$ and $a \in C^{0, \gamma}(\Omega)(0<\gamma<1)$ be such that

$$
\begin{equation*}
a_{1} \varphi_{1}^{-q}(x) \leq a(x) \leq a_{2} \varphi_{1}^{-q}(x) \quad \text { in } \Omega, \tag{10.8}
\end{equation*}
$$

for some $a_{1}, a_{2}>0$. Then, the problem

$$
\begin{cases}\Delta u-\alpha u+a(x) u^{p}+\rho(x)=0 & \text { in } \Omega,  \tag{10.9}\\ u>0 & \text { in } \Omega, \\ u=0 & \text { on } \partial \Omega\end{cases}
$$

has a unique solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$. Moreover, there exist $m_{1}, m_{2}>0$ such that

$$
\begin{equation*}
m_{1} \varphi_{1} \leq u \leq m_{2} \varphi_{1} \quad \text { in } \Omega \tag{10.10}
\end{equation*}
$$

Proof. Let $w$ be the unique solution of

$$
\begin{cases}\Delta w-\alpha w+\rho(x)=0 & \text { in } \Omega  \tag{10.11}\\ w>0 & \text { in } \Omega \\ w=0 & \text { on } \partial \Omega\end{cases}
$$

By standard elliptic arguments and the maximum principle we have $w \in C^{2}(\bar{\Omega})$. Obviously $\underline{u}:=w$ is a subsolution of (10.9). Furthermore, by virtue of (10.7) we can find $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \varphi_{1} \leq w \leq c_{2} \varphi_{1} \quad \text { in } \Omega . \tag{10.12}
\end{equation*}
$$

Since $q<p+1$, by a result in Wei [206], there exists $h \in C^{2}(0,1) \cap C^{1}[0,1]$ such that

$$
\begin{cases}-h^{\prime \prime}(t)=t^{-q} h^{p}(t), & \text { for all } 0<t<1, \\ h>0 & \text { in }(0,1) \\ h(0)=h(1)=0 . & \end{cases}
$$

Using the fact that $h^{\prime}(0)>0$ we have

$$
\begin{equation*}
c_{3} t \leq h(t) \leq c_{4} t \tag{10.13}
\end{equation*}
$$

for $t>0$ small enough and for some $c_{3}, c_{4}>0$. Furthermore, we may find $c>0$ such that $h^{\prime}\left(c \varphi_{1}\right)>0$ in $\bar{\Omega}$.

We are looking for a supersolution of (10.9) in the form $\bar{u}:=M h\left(c \varphi_{1}\right)+w$, for $M>1$ large enough. For this purpose we have to check that the inequality $-\Delta \bar{u}+$ $\alpha \bar{u} \geq a(x) \bar{u}^{p}+\rho(x)$ holds in $\Omega$ provided that $M>1$ is sufficiently large.

We have

$$
\begin{align*}
-\Delta \bar{u}+\alpha \bar{u} & \geq-\Delta\left(M h\left(c \varphi_{1}\right)\right)+\rho(x) \\
& =M c^{2-q} \varphi_{1}^{-q} h^{p}\left(c \varphi_{1}\right)\left|\nabla \varphi_{1}\right|^{2}+M \lambda_{1} c \varphi_{1} h^{\prime}\left(c \varphi_{1}\right)+\rho(x) \quad \text { in } \Omega \tag{10.14}
\end{align*}
$$

By (10.13) we may write

$$
-\Delta \bar{u}+\alpha \bar{u} \geq M c^{2+p-q} c_{3}^{p} \varphi_{1}^{p-q}\left|\nabla \varphi_{1}\right|^{2}+M \lambda_{1} c \varphi_{1} h^{\prime}\left(c \varphi_{1}\right)+\rho(x) \quad \text { in } \Omega
$$

On the other hand, by $(10.8),(10.12)$ and (10.13) we have

$$
\begin{equation*}
a(x) \bar{u}^{p} \leq a_{2} \varphi_{1}^{-q}\left(M h\left(c \varphi_{1}\right)+w\right)^{p} \leq a_{2} \varphi_{1}^{p-q}\left(M c c_{4}+c_{2}\right)^{p} \quad \text { in } \Omega . \tag{10.16}
\end{equation*}
$$

Using Hopf's maximum principle, there exist $\omega \subset \subset \Omega$ and $\delta>0$ such that

$$
\begin{equation*}
\left|\nabla \varphi_{1}\right|>\delta \text { in } \Omega \backslash \omega \quad \text { and } \varphi_{1}>\delta \text { in } \omega \tag{10.17}
\end{equation*}
$$

Since $0 \leq p<1$, we may choose $M>1$ such that

$$
\begin{gather*}
M c^{2+p-q} c_{3}^{p} \delta^{2}>a_{2}\left(M c c_{4}+c_{2}\right)^{p},  \tag{10.18}\\
M \lambda_{1} c \min _{\bar{\omega}} \varphi_{1} h^{\prime}\left(c \varphi_{1}\right) \geq a_{2}\left(M c c_{4}+c_{2}\right)^{p} \max _{\bar{\omega}} \varphi_{1}^{p-q} . \tag{10.19}
\end{gather*}
$$

Combining (10.15), (10.16) and (10.18) we obtain

$$
\begin{equation*}
-\Delta \bar{u}+\alpha \bar{u} \geq M c^{2+p-q} c_{3}^{p} \varphi_{1}^{p-q}\left|\nabla \varphi_{1}\right|^{2}+\rho(x) \geq a(x) \bar{u}^{p}+\rho(x) \quad \text { in } \Omega \backslash \omega \tag{10.20}
\end{equation*}
$$

Furthermore, by (10.15), (10.16) and (10.19) we deduce

$$
\begin{equation*}
-\Delta \bar{u}+\alpha \bar{u} \geq M \lambda_{1} c \varphi_{1} h^{\prime}\left(c \varphi_{1}\right)+\rho(x) \geq a(x) \bar{u}^{p}+\rho(x) \quad \text { in } \omega . \tag{10.21}
\end{equation*}
$$

Now the claim follows by (10.20) and (10.21). Thus, the problem (10.9) has a solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that $\underline{u} \leq u \leq \bar{u}$ in $\Omega$. By (10.12) and (10.13) we obtain the estimate (10.10). This also implies that

$$
C_{1} \varphi_{1}^{p-q} \leq a(x) u^{p} \leq C_{2} \varphi_{1}^{p-q} \quad \text { in } \Omega,
$$

for some $C_{1}, C_{2}>0$. Since $p-q>-1$, by Lemma 10.1 we get $a(x) u^{p} \in L^{1}(\Omega)$ which finally yields $\Delta u \in L^{1}(\Omega)$. Now the uniqueness follows by Theorem 1.2. This concludes the proof of Proposition 10.2.

We next consider the problem

$$
\begin{cases}\Delta v-\beta v+a(x) v^{-s}+b(x)=0 & \text { in } \Omega  \tag{10.22}\\ v>0 & \text { in } \Omega \\ v=0 & \text { on } \partial \Omega\end{cases}
$$

where $a \in C^{0, \gamma}(\Omega)(0<\gamma<1)$ satisfies

$$
\begin{equation*}
a_{1} \varphi_{1}^{r}(x) \leq a(x) \leq a_{2} \varphi_{1}^{r}(x) \quad \text { in } \Omega \tag{10.23}
\end{equation*}
$$

for some $a_{1}, a_{2}>0$ and $r \in \mathbb{R}$. We also assume that $b \in C^{0, \gamma}(\bar{\Omega}), \beta \geq 0$ and $s>0$.
For convenience, let us introduce $\Gamma_{s, r}:(0, \infty) \rightarrow(0, \infty)$ defined by

$$
\Gamma_{s, r}(t)= \begin{cases}t & \text { if } s<r+1  \tag{10.24}\\ t(1+|\log t|)^{1 /(1+s)}, & \text { if } s=r+1 \\ t^{(2+r) /(1+s)}, & \text { if } s>r+1\end{cases}
$$

for all $r>-2$ and $s>0$. It is easy to see that

$$
\begin{equation*}
\Gamma_{s, r}(t) \geq t^{\sigma} \quad \text { for all } t>0, \tag{10.25}
\end{equation*}
$$

where $\sigma$ is defined in (10.6). Moreover, for all $m>0$ there exists $m_{1}, m_{2}>0$ such that

$$
\begin{equation*}
m_{1} \Gamma_{s, r}(t) \leq \Gamma_{s, r}(m t) \leq m_{2} \Gamma_{s, r}(t) \quad \text { for all } t>0 \tag{10.26}
\end{equation*}
$$

Proposition 10.3 (i) If $r \leq-2$ then the problem (10.22) has no classical solutions.
(ii) If $r>-2$ then the problem (10.22) has a unique solution $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$. Moreover, there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \Gamma_{r, s}\left(\varphi_{1}\right) \leq v \leq c_{2} \Gamma_{r, s}\left(\varphi_{1}\right) \quad \text { in } \Omega \tag{10.27}
\end{equation*}
$$

A general nonexistence result for singular elliptic equations with unbounded potentials can be found in [66]. Also a nonexistence result in the case $b \equiv 0, \beta=0$ and $r \leq-2$ is presented in [214]*Theorem 1.2. Concerning the existence part in Proposition 10.3, a similar result can be found in [107] in the case $b \equiv 0, \beta=0$ and $r \geq 0$. We shall give here a different proof which relies on a direct construction of a sub and supersolution. This will provide the estimate (10.27).

Proof. (i) Assume that there exist $r \geq-2$ and $v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ a classical solution of (10.22). For $0<\varepsilon<1$ consider the problem

$$
\begin{cases}\Delta z-\beta z+a_{1}\left(\varphi_{1}+\varepsilon\right)^{r}(z+\varepsilon)^{-s}=0 & \text { in } \Omega  \tag{10.28}\\ z>0 & \text { in } \Omega \\ z=0 & \text { on } \partial \Omega\end{cases}
$$

Obviously, $\underline{z}=0$ is a subsolution and $\bar{z}=v$ is a supersolution of (10.28). Hence, for all $0<\varepsilon<1$ there exists $z_{\varepsilon} \in C^{2}(\bar{\Omega})$ a solution of (10.28) such that $0<z_{\varepsilon} \leq v$ in $\Omega$. Multiplying by $\varphi_{1}$ in (10.28) and then integrating over $\Omega$ we get

$$
\left(\beta+\lambda_{1}\right) \int_{\Omega} z_{\varepsilon} \varphi_{1} d x=a_{1} \int_{\Omega} \varphi_{1}\left(\varphi_{1}+\varepsilon\right)^{r}\left(z_{\varepsilon}+\varepsilon\right)^{-s} d x
$$

Since $z_{\varepsilon} \leq v$ in $\Omega$, the above equality yields

$$
\left(\beta+\lambda_{1}\right) \int_{\Omega} v \varphi_{1} d x \geq a_{1}\left(1+\|v\|_{\infty}\right)^{-s} \int_{\Omega} \varphi_{1}\left(\varphi_{1}+\varepsilon\right)^{r} d x
$$

This implies

$$
\int_{\omega} \varphi_{1}\left(\varphi_{1}+\varepsilon\right)^{r} d x<M \quad \text { for all } \omega \subset \subset \Omega
$$

where $M>0$ does not depend on $\varepsilon$. Passing to the limit with $\varepsilon \rightarrow 0$ in the above inequality we find $\int_{\omega} \varphi_{1}^{1+r} d x<M$, for all $\omega \subset \subset \Omega$, that is, $\int_{\Omega} \varphi_{1}^{1+r} d x<\infty$. Since $r \geq-2$, the last inequality contradicts Lemma 10.1. Therefore, the problem (10.22) has no classical solutions if $r \geq-2$.
(ii) Let $r>-2$ and $s \geq r-1$. According to [189]*Theorem 1, there exists $H \in$ $C^{2}(0,1) \cap C[0,1]$ such that

$$
\begin{cases}-H^{\prime \prime}(t)=t^{r} H^{-s}(t), & \text { for all } 0<t<1  \tag{10.29}\\ H>0 & \text { in }(0,1) \\ H(0)=H(1)=0 . & \end{cases}
$$

Since $H$ is concave, there exists $H^{\prime}(0+)>0$. Hence, taking $0<\eta<1$ sufficiently small, we can assume that $H^{\prime}>0$ in $(0, \eta)$. From [189]*p. 904 (see also Theorem 3.5 in [66]), there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \Gamma_{s, r}(t) \leq H(t) \leq c_{2} \Gamma_{s, r}(t) \quad \text { in }(0, \eta) \tag{10.30}
\end{equation*}
$$

As a consequence of (10.30) and the fact that $s \geq r-1$ we derive

$$
\begin{equation*}
H(t)^{s+1} \leq c_{3} t^{r} \quad \text { in }(0, \eta) \tag{10.31}
\end{equation*}
$$

for some positive constant $c_{3}>0$. Let $c>0$ be such that $c \varphi_{1}<\eta$ in $\Omega$. We claim that we can find $0<m<1$ small enough such that $\underline{v}:=m H\left(c \varphi_{1}\right)$ satisfies

$$
\begin{equation*}
2 \beta \underline{v}^{1+s} \leq a(x) \quad \text { in } \Omega \quad \text { and } \quad-\Delta \underline{v} \leq \frac{1}{2} a(x) \underline{v}^{-s} \quad \text { in } \Omega . \tag{10.32}
\end{equation*}
$$

Then, from (10.32) we deduce

$$
\begin{equation*}
\Delta \underline{v}-\beta \underline{v}+a(x) \underline{v}^{-s} \geq 0 \quad \text { in } \Omega \tag{10.33}
\end{equation*}
$$

that is, $\underline{v}$ is a subsolution of (10.22).
By virtue of (10.23) and (10.31) we have

$$
2 \beta \underline{v}^{1+s}=2 \beta m^{1+s} H^{1+s}\left(c \varphi_{1}\right) \leq 2 \beta m^{1+s} c_{3}\left(c \varphi_{1}\right)^{r} \leq \frac{2 \beta m^{1+s} c^{r} c_{3}}{a_{1}} a(x) \quad \text { in } \Omega .
$$

Let us chose now $m>0$ such that $2 \beta m^{1+s} c^{r} c_{3}<a_{1}$. This concludes the first inequality in (10.32).

In order to establish the second inequality in (10.32), a straightforward computation yields

$$
\begin{align*}
-\Delta \underline{v} & =-m c^{2}\left|\nabla \varphi_{1}\right|^{2} H^{\prime \prime}\left(c \varphi_{1}\right)+m \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right) \\
& =m c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} H^{-s}\left(c \varphi_{1}\right)+m \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right)  \tag{10.34}\\
& =m^{1+s} c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} \underline{v}^{-s}+m \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right) \quad \text { in } \Omega .
\end{align*}
$$

Since $H^{\prime}$ is decreasing on $(0, \eta)$, it follows that $t H^{\prime}(t) \leq H(t)$ for all $t \in(0, \eta)$. Furthermore, from (10.31) we deduce

$$
\begin{equation*}
c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right) \leq H\left(c \varphi_{1}\right) \leq c_{3}\left(c \varphi_{1}\right)^{r} H^{-s}\left(c \varphi_{1}\right) \quad \text { in } \Omega . \tag{10.35}
\end{equation*}
$$

Combining (10.34) and (10.35), for $0<m<1$ we obtain

$$
\begin{aligned}
-\Delta \underline{v} & \leq m^{1+s} c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} \underline{v}^{-s}+m \lambda_{1} c^{r} c_{3} \varphi_{1}^{r} H^{-s}\left(c \varphi_{1}\right) \\
& \leq m c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} \underline{v}^{-s}+m \lambda_{1} c^{r} c_{3} \varphi_{1}^{r} \underline{v}^{-s} \\
& =m c^{r} \varphi_{1}^{r} \underline{v}^{-s}\left(c^{2}\left|\nabla \varphi_{1}\right|^{2}+c_{3} \lambda_{1}\right) \\
& \leq \frac{m c^{r}}{a_{1}}\left(c^{2}\left\|\nabla \varphi_{1}\right\|_{\infty}^{2}+c_{3} \lambda_{1}\right) a(x) \underline{v}^{-s} \quad \text { in } \Omega .
\end{aligned}
$$

Now, it suffices to choose $0<m<1$ such that $\frac{m c^{r}}{a_{1}}\left(c^{2}\left\|\nabla \varphi_{1}\right\|_{\infty}^{2}+c_{3} \lambda_{1}\right)<\frac{1}{2}$. This establishes the second inequality in (10.32) and the fact that $\underline{v}$ is a subsolution of (10.22).

Next we provide a supersolution $\bar{v}$ of (10.22) such that $\underline{v} \leq \bar{v}$ in $\Omega$. To this aim we first claim that there exists $M>1$ large enough such that $z:=M H\left(c \varphi_{1}\right)$ satisfies

$$
\begin{equation*}
\Delta z+a(x) z^{-s} \leq 0 \quad \text { in } \Omega \tag{10.36}
\end{equation*}
$$

As before we have

$$
\begin{equation*}
\Delta z=-M^{1+s} c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} z^{-s}-M \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right) \quad \text { in } \Omega . \tag{10.37}
\end{equation*}
$$

Let $\omega \subset \subset \Omega$ and $\delta>0$ be such that (10.17) holds and let us consider $M>1$ such that

$$
\begin{gather*}
M^{1+s} c^{2+r} \delta^{2}>a_{2}  \tag{10.38}\\
M^{1+s} c \lambda_{1} \min _{\bar{\omega}} \varphi_{1} H^{\prime}\left(c \varphi_{1}\right) \geq a_{2} \max _{\bar{\omega}} \varphi_{1}^{r} H^{-s}\left(c \varphi_{1}\right) \tag{10.39}
\end{gather*}
$$

Then, as in the proof of Proposition 10.2, by (10.17) and (10.38)-(10.39) we get

$$
\begin{aligned}
\Delta z+a(x) z^{-s} & \leq-M^{1+s} c^{2+r} \varphi_{1}^{r}\left|\nabla \varphi_{1}\right|^{2} z^{-s}+a(x) z^{-s} \\
& \leq-M^{1+s} c^{2+r} \delta^{2} \varphi_{1}^{r} z^{-s}+a_{2} \varphi_{1}^{r} z^{-s} \\
& =-\left(M^{1+s} c^{2+r} \delta^{2}-a_{2}\right) \varphi_{1}^{r} z^{-s} \leq 0 \quad \text { in } \Omega \backslash \omega
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta z+a(x) z^{-s} & \leq-M \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right)+a(x) z^{-s} \\
& \leq-M \lambda_{1} c \varphi_{1} H^{\prime}\left(c \varphi_{1}\right)+a_{2} \varphi_{1}^{r} z^{-s} \\
& =-\frac{1}{M^{s}}\left(M^{1+s} c \lambda_{1} \varphi_{1} H^{\prime}\left(c \varphi_{1}\right)-a_{2} \varphi_{1}^{r} H^{-s}\left(c \varphi_{1}\right)\right) \\
& \leq 0 \quad \text { in } \omega .
\end{aligned}
$$

Hence, we have obtained the inequality in (10.36).
Let $\tilde{w} \in C^{2}(\bar{\Omega})$ be the unique solution of

$$
\begin{cases}\Delta \tilde{w}-\beta \tilde{w}+b(x)=0 & \text { in } \Omega, \\ \tilde{w}>0 & \text { in } \Omega, \\ \tilde{w}=0 & \text { on } \partial \Omega\end{cases}
$$

Then $\bar{v}:=z+\tilde{w}$ satisfies $\bar{v}>0$ in $\Omega, \bar{v}=0$ on $\partial \Omega$ and by (10.36) we have

$$
\Delta \bar{v}-\beta \bar{v}+a(x) \bar{v}^{-s}+b(x) \leq \Delta z-\beta z+a(x) z^{-s} \leq 0 \quad \text { in } \Omega .
$$

Hence, $\bar{v}$ is a supersolution of (10.22) and clearly we have $\underline{v} \leq \bar{v}$ in $\Omega$. It follows that problem (10.22) has a classical solution $v \in C^{2}(\Omega) \cap C(\bar{\Omega})$ such that $\underline{v} \leq v \leq \bar{v}$ in $\Omega$.

On the other hand, since $\tilde{w} \in C^{2}(\bar{\Omega})$, we deduce that there exists $\tilde{c}_{1}>0$ such that $\tilde{w} \leq \tilde{c}_{1} \varphi_{1}$ in $\Omega$. This implies $\tilde{w} \leq \tilde{c}_{2} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega$, for some $\tilde{c}_{2}>0$. Finally, using the last inequality, the definition of $\underline{v}, \bar{v}$ and (10.30), we get the estimate (10.27). The uniqueness of the solution follows by Corollary 1.3. This finishes the proof of Proposition 10.3.

### 10.3 Case $0 \leq p<1$

### 10.3.1 Existence

The main existence result in this case is the following:
Theorem 10.4 Assume that $0 \leq p<1, q \sigma<p+1$ and $q, r, s$ satisfy (10.5). Then the system (10.3) has at least one classical solution and there exist $c_{1}, c_{2}>0$ such that any solution $(u, v)$ of (10.3) satisfies the following estimates in $\Omega$ :

$$
c_{1} d(x) \leq u \leq c_{2} d(x) \quad \text { in } \Omega,
$$

and

$$
\begin{aligned}
& c_{1} d(x) \leq v \leq c_{2} d(x) \quad \text { if } s<r+1, \\
& c_{1} d(x)(1+|\ln d(x)|)^{1 /(1+s)} \leq v \leq c_{2} d(x)(1+|\ln d(x)|)^{1 /(1+s)} \quad \text { if } s=r+1, \\
& c_{1} d(x)^{(2+r) /(1+s)} \leq v \leq c_{2} d(x)^{(2+r) /(1+s)} \quad \text { if } s>r+1,
\end{aligned}
$$

where $d(x)=\operatorname{dist}(x, \partial \Omega)$.

Proof. Let $0<\varepsilon_{0}<1$ and set

$$
\begin{equation*}
\Omega_{\varepsilon}:=\{x \in \Omega: d(x)>\varepsilon\}, \quad \text { for all } 0<\varepsilon<\varepsilon_{0} . \tag{10.40}
\end{equation*}
$$

For $\varepsilon_{0}$ small enough, $\Omega_{\varepsilon}$ remains a smooth domain. The existence of a solution to (10.3) will be proved by considering the approximated system

$$
\begin{cases}\Delta u-\alpha u+\frac{u^{p}}{v^{q}}+\rho(x)=0, u>0 & \text { in } \Omega_{\varepsilon}  \tag{10.41}\\ \Delta v-\beta v+\frac{u^{r}}{v^{s}}=0, v>0 & \text { in } \Omega_{\varepsilon} \\ u=\varepsilon, v=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon}\end{cases}
$$

The existence of a classical solution to (10.41) is obtained by using the Schauder's fixed point theorem. For $0<\varepsilon<\varepsilon_{0}$ and $m_{1}, m_{2}<1<M_{1}, M_{2}$ consider

$$
\mathscr{A}=\left\{\begin{array}{cc}
m_{1} \varphi_{1} \leq u \leq M_{1} \varphi_{1} & \text { in } \Omega_{\varepsilon} \\
(u, v) \in C\left(\bar{\Omega}_{\varepsilon}\right) \times C\left(\bar{\Omega}_{\varepsilon}\right): m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \leq v \leq M_{2} \Gamma_{s, r}\left(\varphi_{1}\right) & \text { in } \Omega_{\varepsilon}, \\
u=\varepsilon, v=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon}
\end{array}\right\}
$$

Next, we define the mapping $\mathscr{T}: \mathscr{A} \rightarrow C\left(\bar{\Omega}_{\varepsilon}\right) \times C\left(\bar{\Omega}_{\varepsilon}\right)$ as follows. For $(u, v) \in$ $\mathscr{A}$ we set

$$
\begin{equation*}
\mathscr{T}(u, v)=(T u, T v) \tag{10.42}
\end{equation*}
$$

where $T u$ and $T v$ satisfy

$$
\begin{cases}\Delta(T u)-\alpha(T u)+\frac{(T u)^{p}}{v^{q}}+\rho(x)=0, T u>0 & \text { in } \Omega_{\varepsilon}  \tag{10.43}\\ \Delta(T v)-\beta(T v)+\frac{u^{r}}{(T v)^{s}}=0, T v>0 & \text { in } \Omega_{\varepsilon} \\ T u=\varepsilon, T v=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon}\end{cases}
$$

Using the definition of $\mathscr{A}$, by the sub and supersolution method combined with Theorem 1.2 and Corollary 1.3, the above system has a unique solution ( $T u, T v$ ) with $T u, T v \in C^{2}\left(\bar{\Omega}_{\varepsilon}\right)$. Basic to our approach are the following two results which allows us to apply Schauder's fixed point theorem.

Lemma 10.5 There exist $m_{1}<1<M_{1}$ and $m_{2}<1<M_{2}$ which are independent of $\varepsilon$ such that $\mathscr{T}(\mathscr{A}) \subseteq \mathscr{A}$, for all $0<\varepsilon<\varepsilon_{0}$.

Proof. Let $w \in C^{2}(\bar{\Omega})$ be the unique solution of problem (10.11). In view of (10.7) and (10.12) we have

$$
w(x) \leq c_{2} \varphi_{1} \leq \frac{c_{2}}{C} d(x)=\frac{c_{2}}{C} \varepsilon \quad \text { on } \partial \Omega_{\varepsilon}
$$

Hence, if $\delta_{1}=\min \left\{1, \frac{C}{c_{2}}\right\}$ then $\delta_{1} w \leq \varepsilon$ on $\partial \Omega_{\varepsilon}$. Furthermore,

$$
\Delta(T u)-\alpha(T u)+\rho(x) \leq 0 \leq \Delta\left(\delta_{1} w\right)-\alpha\left(\delta_{1} w\right)+\rho(x) \quad \text { in } \Omega_{\varepsilon}
$$

$$
T u=\varepsilon \geq \delta_{1} w \quad \text { on } \partial \Omega_{\varepsilon} .
$$

By the maximum principle, we obtain $T u \geq \delta_{1} w$ in $\Omega_{\varepsilon}$. In view of (10.12), let us choose $m_{1}=\delta_{1} c_{1}$ in the definition of $\mathscr{A}$ (where $c_{1}$ is the constant in (10.12)). Then, (10.12) combined with the last estimates yields

$$
\begin{equation*}
T u \geq m_{1} \varphi_{1} \quad \text { in } \Omega_{\varepsilon} . \tag{10.44}
\end{equation*}
$$

From the second equation in (10.43) and the fact that $u \geq m_{1} \varphi_{1}$ in $\Omega_{\varepsilon}$ we have

$$
\begin{equation*}
\Delta(T v)-\beta(T v)+\frac{m_{1}^{r} \varphi_{1}^{r}}{(T v)^{s}} \leq 0 \quad \text { in } \Omega_{\varepsilon} \tag{10.45}
\end{equation*}
$$

Let us consider the problem

$$
\begin{cases}\Delta \xi-\beta \xi+\varphi_{1}^{r} \xi^{-s}=0 & \text { in } \Omega \\ \xi>0 & \text { in } \Omega \\ \xi=0 & \text { on } \partial \Omega\end{cases}
$$

Using Proposition 10.3 (ii), there exists $\xi \in C^{2}(\Omega) \cap C(\bar{\Omega})$ a unique solution of (10.46) with the additional property

$$
\begin{equation*}
c_{3} \Gamma_{s, r}\left(\varphi_{1}\right) \leq \xi \leq c_{4} \Gamma_{s, r}\left(\varphi_{1}\right) \quad \text { in } \Omega, \tag{10.47}
\end{equation*}
$$

for some $c_{3}, c_{4}>0$. Moreover, by (10.47), (10.7) and the property (10.26) of $\Gamma_{s, r}$ we can find $c_{5}, c_{6}>0$ such that

$$
\begin{equation*}
c_{5} \Gamma_{s, r}(d(x)) \leq \xi \leq c_{6} \Gamma_{s, r}(d(x)) \quad \text { in } \Omega . \tag{10.48}
\end{equation*}
$$

Let $\delta_{2}=\min \left\{1, m_{1}^{r /(1+s)}, \frac{1}{c_{6}}\right\}$. Then

$$
\begin{equation*}
\Delta\left(\delta_{2} \xi\right)-\beta\left(\delta_{2} \xi\right)+m_{1}^{r} \varphi_{1}^{r}\left(\delta_{2} \xi\right)^{-s} \geq \delta_{2}\left(\Delta \xi-\beta \xi+\varphi_{1}^{r} \xi^{-s}\right)=0 \quad \text { in } \Omega \tag{10.49}
\end{equation*}
$$

and by (10.48) we have

$$
\begin{equation*}
\delta_{2} \xi \leq \delta_{2} c_{6} \Gamma_{s, r}(d(x)) \leq \Gamma_{s, r}(\varepsilon) \quad \text { on } \partial \Omega_{\varepsilon} . \tag{10.50}
\end{equation*}
$$

Therefore, from (10.45), (10.49) and (10.50) we have obtained

$$
\begin{gathered}
\Delta(T v)-\beta(T v)+m_{1}^{r} \varphi_{1}^{r}(T v)^{-s} \leq 0 \leq \Delta\left(\delta_{2} \xi\right)-\beta\left(\delta_{2} \xi\right)+m_{1}^{r} \varphi_{1}^{r}\left(\delta_{2} \xi\right)^{-s} \quad \text { in } \Omega, \\
T v=\Gamma_{s, r}(\varepsilon) \geq \delta_{2} \xi \quad \text { on } \partial \Omega_{\varepsilon} .
\end{gathered}
$$

By Corollary 1.3 it follows that $T v \geq \delta_{2} \xi$ in $\Omega_{\varepsilon}$. In view of (10.47), the last inequality leads us to $T v \geq \delta_{2} c_{3} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega_{\varepsilon}$. Thus, we consider

$$
m_{2}=\min \left\{1, \delta_{2} c_{3}\right\}>0
$$

in the definition of the set $\mathscr{A}$. Note that $m_{2}$ is independent of $\varepsilon$ and $T v \geq m_{2} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega_{\varepsilon}$.

The definition of $\mathscr{A}$ and (10.25) yield

$$
v \geq m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \geq m_{2} \varphi_{1}^{\sigma} \quad \text { in } \Omega_{\varepsilon}
$$

Using the estimate $v \geq m_{2} \varphi_{1}^{\sigma}$ in the first equation of (10.43) we get

$$
\begin{equation*}
\Delta(T u)-\alpha(T u)+m_{2}^{-q} \varphi_{1}^{-q \sigma}(T u)^{p}+\rho(x) \geq 0 \quad \text { in } \Omega_{\varepsilon} . \tag{10.51}
\end{equation*}
$$

As above, we next consider the problem

$$
\begin{cases}\Delta \zeta-\alpha \zeta+m_{2}^{-q} \varphi_{1}^{-q \sigma} \zeta^{p}+\rho(x)=0 & \text { in } \Omega  \tag{10.52}\\ \zeta>0 & \text { in } \Omega \\ \zeta=0 & \text { on } \partial \Omega\end{cases}
$$

Since $q \sigma<p+1$, by Proposition 10.2 there exists $\zeta \in C^{2}(\Omega) \cap C(\bar{\Omega})$ a unique solution of (10.52) such that

$$
\begin{equation*}
c_{7} \varphi_{1} \leq \zeta \leq c_{8} \varphi_{1} \quad \text { in } \Omega \tag{10.53}
\end{equation*}
$$

for some $c_{7}, c_{8}>0$. Note that $q \sigma<p+1$, (10.53) and Lemma 10.1 imply $\Delta \zeta \in$ $L^{1}(\Omega)$. Let $A_{1}=\max \left\{1, \frac{1}{C_{c_{7}}}\right\}$. Then

$$
\Delta\left(A_{1} \zeta\right)-\alpha\left(A_{1} \zeta\right)+m_{2}^{-q} \varphi_{1}^{-q \sigma}\left(A_{1} \zeta\right)^{p}+\rho(x) \leq 0 \quad \text { in } \Omega_{\varepsilon}
$$

Also by (10.7) and (10.53) we have

$$
A_{1} \zeta \geq A_{1} c_{7} \varphi_{1} \geq A_{1} C c_{7} d(x) \geq \varepsilon \quad \text { on } \partial \Omega_{\varepsilon}
$$

Define

$$
\Psi(x, t)=-\alpha t+m_{2}^{-q} \varphi_{1}^{-q \sigma}(x)\left(A_{1} t\right)^{p}+\rho(x), \quad(x, t) \in \Omega_{\varepsilon} \times(0, \infty)
$$

Then $\Psi$ satisfies the hypotheses in Theorem 1.2 and

$$
\begin{gathered}
\Delta\left(A_{1} \zeta\right)+\Psi\left(x, A_{1} \zeta\right) \leq 0 \leq \Delta(T u)+\Psi(x, T u) \quad \text { in } \Omega_{\varepsilon} \\
T u, A_{1} \zeta>0 \text { in } \Omega_{\varepsilon}, T u=\varepsilon \leq A_{1} \zeta \text { on } \Omega_{\varepsilon} \\
\Delta\left(A_{1} \zeta\right) \in L^{1}\left(\Omega_{\varepsilon}\right)
\end{gathered}
$$

By Theorem 1.2 it follows that $T u \leq A_{1} \zeta$ in $\Omega_{\varepsilon}$. In view of (10.53), let us take $M_{1}:=\max \left\{1, A_{1} c_{8}\right\}$ in the definition of the set $\mathscr{A}$. Then $M_{1}$ does not depend on $\varepsilon$ and by (10.53) we have

$$
T u \leq M_{1} \varphi_{1} \quad \text { in } \Omega_{\varepsilon} .
$$

The definition of $\mathscr{A}$ yields $u \leq M_{1} \varphi_{1}$ in $\Omega_{\varepsilon}$. Then, the second equation of system (10.43) produces

$$
\begin{equation*}
\Delta(T v)-\beta(T v)+\frac{M_{1}^{r} \varphi_{1}^{r}}{(T v)^{s}} \geq 0 \quad \text { in } \Omega_{\varepsilon} \tag{10.54}
\end{equation*}
$$

Let $A_{2}=\max \left\{1, M_{1}^{r}, \frac{1}{c_{5}}\right\}$. If $\xi$ is the unique solution of (10.46), then

$$
\Delta\left(A_{2} \xi\right)-\beta\left(A_{2} \xi\right)+M_{1}^{r} \varphi_{1}^{r}\left(A_{2} \xi\right)^{-s} \leq 0 \quad \text { in } \Omega_{\varepsilon}
$$

and, by (10.48) we also have

$$
A_{2} \xi \geq A_{2} c_{5} \Gamma_{s, r}(d(x)) \geq \Gamma_{s, r}(\varepsilon) \quad \text { on } \partial \Omega_{\varepsilon}
$$

Therefore, by Corollary 1.3 it follows that $T v \leq A_{2} \xi$ in $\Omega_{\varepsilon}$. Now, we take $M_{2}:=$ $\max \left\{1, A_{2} c_{4}\right\}$ in the definition of the set $\mathscr{A}$. It follows that $M_{2}$ is independent of $\varepsilon$ and, by virtue of (10.47), we obtain $T v \leq M_{2} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega_{\varepsilon}$. This finishes the proof of our Lemma 10.5.

Lemma 10.6 The mapping $\mathscr{T}: \mathscr{A} \rightarrow \mathscr{A}$ defined in (10.42)-(10.43) is compact and continuous.

Proof. Let us fix $(u, v) \in \mathscr{A}$. Then $u, v, T u$ and $T v$ are bounded away from zero in $\bar{\Omega}_{\varepsilon}$ which yields

$$
\left\|\frac{(T u)^{p}}{v^{q}}\right\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)},\left\|\frac{u^{r}}{(T v)^{s}}\right\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leq c_{\varepsilon}=c\left(\varepsilon, m_{1}, m_{2}, M_{1} \cdot M_{2}, p, q, r, s\right) .
$$

Hence, by Hölder estimates, for all $\tau>N$ we obtain

$$
\|T u\|_{W^{2}, \tau\left(\Omega_{\varepsilon}\right)},\|T v\|_{W^{2, \tau}\left(\Omega_{\varepsilon}\right)} \leq c_{1, \varepsilon}
$$

for some $c_{1, \varepsilon}>0$ independent of $u$ and $v$. Since the embedding $W^{2, \tau}\left(\Omega_{\varepsilon}\right) \hookrightarrow$ $C^{1, \gamma}\left(\bar{\Omega}_{\varepsilon}\right), 0<\gamma<1-N / \tau$ is compact, we derive that the mapping $\mathscr{T}: \mathscr{A} \rightarrow$ $\mathscr{A} \subset C\left(\bar{\Omega}_{\varepsilon}\right) \times C\left(\bar{\Omega}_{\varepsilon}\right)$ is also compact.

It remains to prove that $\mathscr{T}$ is continuous. To this aim, let $\left\{\left(u_{n}, v_{n}\right)\right\}_{n \geq 1} \subset \mathscr{A}$ be such that $u_{n} \rightarrow u$ and $v_{n} \rightarrow v$ in $C\left(\bar{\Omega}_{\varepsilon}\right)$ as $n \rightarrow \infty$. Since $\mathscr{T}$ is compact, there exists $(U, V) \in \mathscr{A}$ such that up to a subsequence we have

$$
\mathscr{T}\left(u_{n}, v_{n}\right) \rightarrow(U, V) \quad \text { in } \mathscr{A} \text { as } n \rightarrow \infty .
$$

Using the $L^{\infty}\left(\Omega_{\varepsilon}\right)$ bounds of $\left(\frac{\left(T u_{n}\right)^{p}}{v_{n}^{\eta}}\right)_{n \geq 1}$ and $\left(\frac{u_{n}^{r}}{\left(T v_{n}\right)^{s}}\right)_{n \geq 1}$, it follows that $\left(T u_{n}\right)_{n \geq 1}$ and $\left(T v_{n}\right)_{n \geq 1}$ are bounded in $W^{2, \tau}\left(\Omega_{\varepsilon}\right)$ for all $\tau>N$. As before, this implies that $\left(T u_{n}\right)_{n \geq 1}$ and $\left(T v_{n}\right)_{n \geq 1}$ are bounded in $C^{1, \gamma}\left(\bar{\Omega}_{\varepsilon}\right)(0<\gamma<1-N / \tau)$. Next, by Schauder estimates, it follows that $\left(T u_{n}\right)_{n \geq 1}$ and $\left(T v_{n}\right)_{n \geq 1}$ are bounded in $C^{2, \gamma}\left(\bar{\Omega}_{\varepsilon}\right)$. Since $C^{2, \gamma}\left(\bar{\Omega}_{\varepsilon}\right)$ is compactly embedded in $C^{2}\left(\bar{\Omega}_{\varepsilon}\right)$, we deduce that up to a subsequence, we have that

$$
T u_{n} \rightarrow U \quad \text { and } T v_{n} \rightarrow V \quad \text { in } C^{2}\left(\bar{\Omega}_{\varepsilon}\right) \text { as } n \rightarrow \infty .
$$

Passing to the limit in (10.43) we get that $(U, V)$ satisfies

$$
\begin{cases}\Delta U-\alpha U+\frac{U^{p}}{v^{q}}+\rho(x)=0, U>0 & \text { in } \Omega_{\varepsilon} \\ \Delta V-\beta V+\frac{u^{r}}{V^{s}}=0, V>0 & \text { in } \Omega_{\varepsilon} \\ U=\varepsilon, V=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon}\end{cases}
$$

Using the uniqueness of (10.43), it follows that $T u=U$ and $T v=V$. Thus, we have obtained that any subsequence of $\left\{\mathscr{T}\left(u_{n}, v_{n}\right)\right\}_{n \geq 1}$ has a subsequence converging to $\mathscr{T}(u, v)$ in $\mathscr{A}$. But this implies that the entire sequence $\left\{\mathscr{T}\left(u_{n}, v_{n}\right)\right\}_{n \geq 1}$ converges to $\mathscr{T}(u, v)$ in $\mathscr{A}$, whence the continuity of $\mathscr{T}$. The proof of Lemma 10.6 is now complete.

We now come back to the proof of Theorem 10.4. According to Lemmas 10.5 and 10.6 we are now in position to apply Schauder's fixed point theorem. Thus, for all $0<\varepsilon<\varepsilon_{0}$, there exists $\left(u_{\varepsilon}, v_{\varepsilon}\right) \in \mathscr{A}$ such that $\mathscr{T}\left(u_{\varepsilon}, v_{\varepsilon}\right)=\left(u_{\varepsilon}, v_{\varepsilon}\right)$. By standard elliptic regularity arguments, we deduce $u_{\varepsilon}, v_{\varepsilon} \in C^{2}\left(\bar{\Omega}_{\varepsilon}\right)$. Therefore, for all $0<\varepsilon<\varepsilon_{0}$ we have proved the existence of a solution $\left(u_{\varepsilon}, v_{\varepsilon}\right) \in C^{2}\left(\bar{\Omega}_{\varepsilon}\right) \times C^{2}\left(\bar{\Omega}_{\varepsilon}\right)$ of system (10.41). Next, we extend $u_{\varepsilon}=\varepsilon, v_{\varepsilon}=\Gamma_{s, r}(\varepsilon)$ in $\Omega \backslash \bar{\Omega}_{\varepsilon}$. Furthermore, by
the definition of $\mathscr{A}$ we have

$$
\begin{gather*}
m_{1} \varphi_{1} \leq u_{\varepsilon} \leq M_{1} \varphi_{1}+\varepsilon \leq M_{1} \varphi_{1}+\varepsilon_{0} \quad \text { in } \Omega  \tag{10.55}\\
m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \leq v_{\varepsilon} \leq M_{2} \Gamma_{s, r}\left(\varphi_{1}\right)+\Gamma_{s, r}(\varepsilon) \leq M_{1} \varphi_{1}+c_{\varepsilon_{0}} \quad \text { in } \Omega \tag{10.56}
\end{gather*}
$$

As above, $L^{\infty}$ bounds together with Hölder estimates yield $\left(u_{\mathcal{E}}\right)_{0<\varepsilon<\varepsilon_{0}},\left(v_{\varepsilon}\right)_{0<\varepsilon<\varepsilon_{0}}$ are bounded in $W_{\text {loc }}^{2, \tau}(\Omega)$, for all $\tau>N$. With similar arguments, there exist $u, v \in$ $C^{2}(\Omega)$ such that for all $\omega \subset \subset \Omega,\left(u_{\varepsilon}\right)_{0<\varepsilon<\varepsilon_{0}}$ and $\left(v_{\varepsilon}\right)_{0<\varepsilon<\varepsilon_{0}}$ converge up to a subsequence to $u$ and $v$ respectively in $C^{2}(\bar{\omega})$ as $\varepsilon \rightarrow 0$. Passing to the limit with $\varepsilon \rightarrow 0$ in (10.41) and (10.55)-(10.56) we get

$$
\begin{cases}\Delta u-\alpha u+\frac{u^{p}}{v^{q}}+\rho(x)=0 & \text { in } \Omega \\ \Delta v-\beta v+\frac{u^{r}}{v^{s}}=0 & \text { in } \Omega\end{cases}
$$

and

$$
\begin{align*}
& m_{1} \varphi_{1} \leq u \leq M_{1} \varphi_{1} \quad \text { in } \Omega,  \tag{10.57}\\
& m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \leq v \leq M_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \quad \text { in } \Omega . \tag{10.58}
\end{align*}
$$

Now, we extend $u=v=0$ on $\partial \Omega$. From (10.57) and (10.58) we deduce that $u, v \in$ $C(\bar{\Omega})$. Hence, the system (10.3) has a classical solution $(u, v)$.

It remains to establish the boundary estimates of the solution to (10.3). This follows essentially by using the same arguments as above. Let $(u, v)$ be an arbitrary solution of (10.3). Then $\Delta u-\alpha u+\rho(x) \leq 0$ in $\Omega$ which implies that $u \geq w$ in $\Omega$, where $w$ is the unique solution of (10.11). By (10.12) it follows that $u \geq c_{1} \varphi_{1}$ in $\Omega$. Using this inequality in the second equation of (10.3) we deduce $\Delta v-\beta v+c_{2} \varphi_{1}^{r} v^{-s} \leq 0$ in $\Omega$ for some $c_{2}>0$ (we actually have $c_{2}=c_{1}^{r}>0$ ). Next, let $\xi$ be the unique solution of (10.46). A similar argument to that used in before yields $v \geq c_{3} \xi$ in $\Omega$. In view of estimate (10.27) in Proposition 10.3 we derive that $v \geq c_{4} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega$ for some $c_{4}>0$. According to (10.25) it follows that $v \geq c_{5} \varphi_{1}^{\sigma}$ in $\Omega$. This inequality combined with the first equation in system (10.3) produces $\Delta u-\alpha u+c_{6} \varphi_{1}^{-q \sigma} u^{p}+\rho(x) \geq 0$ in $\Omega$. Consider the problem

$$
\begin{cases}\Delta z-\alpha z+c_{6} \varphi_{1}^{-q \sigma} z^{p}+\rho(x)=0 & \text { in } \Omega,  \tag{10.59}\\ z>0 & \text { in } \Omega, \\ z=0 & \text { on } \partial \Omega .\end{cases}
$$

Since $q \sigma<p+1$, by Proposition 10.2 there exists a unique solution of (10.59) such that $z \leq c_{7} \varphi_{1}$ in $\Omega$. Thus, by Theorem 1.2 we get $u \leq z \leq c_{7} \varphi_{1}$ in $\Omega$. Using this last inequality in the second equation of (10.3) we finally obtain $\Delta v-\beta v+c_{8} \varphi_{1}^{r} \nu^{-s} \geq 0$ in $\Omega$ for some $c_{8}>0$. By virtue of Proposition 10.3 we have $v \leq c_{9} \Gamma_{s, r}\left(\varphi_{1}\right)$ in $\Omega$. Thus, we have obtained

$$
\begin{gathered}
m_{1} \varphi_{1} \leq u \leq m_{2} \varphi_{1} \quad \text { in } \Omega \\
m_{1} \Gamma_{s, r}\left(\varphi_{1}\right) \leq u \leq m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \quad \text { in } \Omega
\end{gathered}
$$

for some fixed constants $m_{1}, m_{2}>0$. Now, the boundary estimates in Theorem 10.4 follows from the above inequalities combined with (10.7). This concludes the proof.

### 10.3.2 Further Results on Regularity

Further regularity of the solution to (10.3) can be obtained using the same arguments as in Gui and Lin [107]. More precisely, it is proved in [107] that if $u \in C^{2}(\Omega) \cap$ $C(\bar{\Omega})$ satisfies $-\Delta u=u^{-v}$ in a smooth bounded domain $\Omega$ and $u=0$ on $\partial \Omega$, then $u \in C^{1,1-v}(\bar{\Omega})$. Using the conclusion in Theorem 10.4 we have

Corollary 10.7 Assume that $0 \leq p<1$ and $q, r, s$ satisfy (10.5).
(i) If $q \leq p$ and $s \leq r$, then the system (10.3) has at least one classical solution. Moreover, any solution of (10.3) belongs to $C^{2}(\bar{\Omega}) \times C^{2}(\bar{\Omega})$.
(ii) If $-1<p-q<0$ and $-1<r-s<0$, then the system (10.3) has at least one classical solution. Moreover, any solution $(u, v)$ of (10.3) satisfies $u \in C^{2}(\Omega) \cap$ $C^{1,1+p-q}(\bar{\Omega})$ and $v \in C^{2}(\Omega) \cap C^{1,1+r-s}(\bar{\Omega})$.

Proof. Let $(u, v)$ be a classical solution of (10.3). We rewrite the system (10.3) in the form

$$
\Delta u=f_{1}(x) \text { in } \Omega, \quad \Delta v=f_{2}(x) \text { in } \Omega, \quad u=v=0 \text { on } \partial \Omega
$$

where

$$
f_{1}(x)=\alpha u(x)-\frac{u^{p}(x)}{v^{q}(x)}-\rho(x), f_{2}(x)=\beta v(x)-\frac{u^{r}(x)}{v^{s}(x)}, \text { for all } x \in \Omega .
$$

Note that in our settings we have $\sigma=1$ in (10.6) and by virtue of Theorem 10.4 there exist $c_{1}, c_{2}>0$ such that $c_{1} d(x) \leq u, v \leq c_{2} d(x)$ in $\Omega$. Hence,

$$
\left|f_{1}(x)\right| \leq m_{1} d^{p-q}(x)+\rho(x) \quad \text { in } \Omega \quad \text { and } \quad\left|f_{2}(x)\right| \leq m_{2} d^{r-s}(x) \quad \text { in } \Omega
$$

(i) Since $0 \leq p-q$ and $0 \leq r-s$, by (10.60) we get $f_{1}, f_{2} \in L^{\infty}(\Omega)$. Next, standard elliptic arguments lead us to $u, v \in C^{2}(\bar{\Omega})$.
(ii) Let us assume that $-1<p-q<0$ and $-1<r-s<0$. From (10.60) we derive

$$
\left|f_{1}(x)\right| \leq c d^{p-q}(x) \quad \text { in } \Omega \quad \text { and } \quad\left|f_{2}(x)\right| \leq c d^{r-s}(x) \quad \text { in } \Omega,
$$

for some positive constant $c>0$.
If $N=1$ then, for all $x_{1}, x_{2} \in \Omega$ we have

$$
\left|u^{\prime}\left(x_{1}\right)-u^{\prime}\left(x_{2}\right)\right| \leq\left|\int_{x_{1}}^{x_{2}}\right| f_{1}(t)|d t| \leq c\left|\int_{x_{1}}^{x_{2}} d^{p-q}(t) d t\right| \leq \tilde{c}\left|x_{1}-x_{2}\right|^{1+p-q}
$$

where $\tilde{c}>0$ does not depend on $x_{1}, x_{2}$. This yields $u \in C^{1,1+p-q}(\bar{\Omega})$ and similarly $v \in C^{1,1+r-s}(\bar{\Omega})$.

If $N \geq 2$, the conclusion follows exactly in the same way as in [107]. More precisely, let $\mathscr{G}$ denote the Green's function for the Laplace operator. Then for all $x \in \Omega$ we have

$$
u(x)=\int_{\Omega} \mathscr{G}(x, y) f_{1}(y) d y, \quad v(x)=\int_{\Omega} \mathscr{G}(x, y) f_{2}(y) d y
$$

and

$$
\nabla u(x)=\int_{\Omega} \mathscr{G}_{x}(x, y) f_{1}(y) d y, \quad \nabla v(x)=\int_{\Omega} \mathscr{G}_{x}(x, y) f_{2}(y) d y .
$$

Then, for all $x_{1}, x_{2} \in \Omega, x_{1} \neq x_{2}$ we have

$$
\begin{aligned}
\left|\nabla u\left(x_{1}\right)-\nabla u\left(x_{2}\right)\right| & \leq \int_{\Omega}\left|\mathscr{G}_{x}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right|\left|f_{1}(y)\right| d y \\
& \leq c \int_{\Omega}\left|\mathscr{G}_{x}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right| d^{p-q}(y) d y
\end{aligned}
$$

and similarly

$$
\left|\nabla v\left(x_{1}\right)-\nabla v\left(x_{2}\right)\right| \leq c \int_{\Omega}\left|\mathscr{G}_{x}\left(x_{1}, y\right)-\mathscr{G}_{x}\left(x_{2}, y\right)\right| d^{r-s}(y) d y .
$$

From now on, we need only to employ the sharp estimates given in [107, Theorem 1.1] in order to obtain $u \in C^{1,1+p-q}(\bar{\Omega})$ and $v \in C^{1,1+r-s}(\bar{\Omega})$. This finishes the proof of Corollary 10.7.

### 10.3.3 Uniqueness of a Solution

The issue of uniqueness is a delicate matter even in one dimension. In this case the system (10.3) reads

$$
\begin{cases}u^{\prime \prime}-\alpha u+\frac{u^{p}}{v^{q}}+\rho(x)=0 & \text { in }(0,1)  \tag{10.61}\\ v^{\prime \prime}-\beta v+\frac{u^{r}}{v^{s}}=0 & \text { in }(0,1) \\ u(0)=u(1)=0, v(0)=v(1)=0 & \end{cases}
$$

In [38] it is proved that the system (10.61) has a unique solution provided that $p=q=r=s=1$. The main idea is to write (10.61) as a linear system with smooth coefficients and then to use the $C^{2}[0,1] \times C^{2}[0,1]$ regularity of the solution. This approach has been used in [94] (see also [95] or [93, Theorem 2.7]) in the case $\beta \leq \alpha, 0<q \leq p \leq 1$ and $r-p=s-q \geq 0$.

We are able to show that the uniqueness of the solution to (10.61) still holds provided that

$$
\begin{equation*}
-1<p-q<1, \quad-1<r-s<1 \tag{10.62}
\end{equation*}
$$

Note that for the above range of exponents, the solutions of (10.61) do not necessarily belong to $C^{2}[0,1] \times C^{2}[0,1]$. We prove that a $C^{1+\delta}$-regularity up to the boundary of the solution suffices in order to have uniqueness. Therefore, we prove

Theorem 10.8 Let $\Omega=(0,1), 0 \leq p<1$ and $q, r, s>0$ verify (10.62). Then the system (10.61) has a unique classical solution.

Unlike the Neumann boundary condition, in which large multiplicities of solutions are observed, the uniqueness in the above result seems to be a particular feature of the Dirichlet boundary condition together with the sublinear character of the first equation in the system (10.61).

Proof. Let $(u, v)$ be a classical solution of (10.61). Then, by virtue of Corollary 10.7, we have

$$
u, v \in C^{2}[0,1] \times C^{2}[0,1] \quad \text { if } 0 \leq p-q, 0 \leq r-s,
$$

and

$$
u \in C^{2}(0,1) \cap C^{1,1+p-q}[0,1], v \in C^{2}(0,1) \cap C^{1,1+r-s}[0,1],
$$

if $-1<p-q<0,-1<r-s<0$. Furthermore, by Hopf's maximum principle we also have that $u^{\prime}(0)>0, v^{\prime}(0)>0, u^{\prime}(1)<0$ and $v^{\prime}(1)<0$.

Assume that there exist $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ two different solutions of (10.61).
First we claim that we cannot have $u_{2} \geq u_{1}$ or $v_{2} \geq v_{1}$ in [0,1]. Assume by contradiction that $u_{2} \geq u_{1}$ in $[0,1]$. Then

$$
v_{2}^{\prime \prime}-\beta v_{2}+\frac{u_{2}^{r}}{v_{2}^{s}}=0=v_{1}^{\prime \prime}-\beta v_{1}+\frac{u_{1}^{r}}{v_{1}^{s}} \quad \text { in }(0,1)
$$

and by Corollary 1.3 we get $v_{2} \geq v_{1}$ in $[0,1]$. This implies that

$$
\begin{equation*}
u_{1}^{\prime \prime}-\alpha u_{1}+\frac{u_{1}^{p}}{v_{2}^{q}}+\rho(x) \leq 0=u_{2}^{\prime \prime}-\alpha u_{2}+\frac{u_{2}^{p}}{v_{2}^{q}}+\rho(x) \quad \text { in }(0,1) . \tag{10.63}
\end{equation*}
$$

On the other hand, the mapping $\Psi(x, t)=-\alpha t+\frac{t^{p}}{v_{2}^{q}(x)}+\rho(x),(x, t) \in(0,1) \times$ $(0, \infty)$ satisfies the hypotheses in Theorem 1.2. Hence $u_{2} \leq u_{1}$ in $[0,1]$, that is $u_{1} \equiv$ $u_{2}$. This also implies $v_{1} \equiv v_{2}$, which is a contradiction. Replacing $u_{1}$ by $u_{2}$ and $v_{1}$ by $v_{2}$, we also get that the situation $u_{1} \geq u_{2}$ or $v_{1} \geq v_{2}$ in [0,1] is not possible.

Set $U=u_{2}-u_{1}$ and $V=v_{2}-v_{1}$. From the above arguments, both $U$ and $V$ change sign in $(0,1)$. The key result in our approach is the following.

Proposition 10.9 $U$ and $V$ vanish only at finitely many points in the interval $[0,1]$.
Proof. Subtracting the corresponding equations for $\left(u_{1}, v_{1}\right)$ and $\left(u_{2}, v_{2}\right)$ we obtain the following linear problem

$$
\left\{\begin{array}{l}
\mathbf{W}^{\prime \prime}(x)+A(x) \mathbf{W}(x)=\mathbf{0} \text { in }(0,1),  \tag{10.64}\\
\mathbf{W}(0)=\mathbf{W}(1)=\mathbf{0},
\end{array}\right.
$$

where $\mathbf{W}=(U, V)^{T}$ and $A(x)=\left(A_{i j}(x)\right)_{1 \leq i, j \leq 2}$ is a $2 \times 2$ matrix defined as

$$
A_{11}(x)=-\alpha+\left\{\begin{array}{cl}
\frac{1}{v_{2}^{q}(x)} \cdot \frac{u_{2}^{p}(x)-u_{1}^{p}(x)}{u_{2}(x)-u_{1}(x)}, & u_{1}(x) \neq u_{2}(x) \\
p \frac{u_{1}^{p-1}(x)}{v_{1}^{q}(x)}, & u_{1}(x)=u_{2}(x)
\end{array}\right.
$$

$$
\begin{gathered}
A_{12}(x)=\left\{\begin{array}{cc}
-\frac{u_{1}^{p}(x)}{v_{1}^{q}(x) v_{2}^{q}(x)} \cdot \frac{v_{2}^{q}(x)-v_{1}^{q}(x)}{v_{2}(x)-v_{1}(x)}, & v_{1}(x) \neq v_{2}(x) \\
-q \frac{u_{1}^{p}(x)}{v_{1}^{q+1}(x)}, & v_{1}(x)=v_{2}(x)
\end{array}\right. \\
A_{21}(x)=\left\{\begin{array}{cc}
\frac{1}{v_{2}^{s}(x)} \cdot \frac{u_{2}^{r}(x)-u_{1}^{r}(x)}{u_{2}(x)-u_{1}(x)}, & u_{1}(x) \neq u_{2}(x) \\
r \frac{u_{1}^{r-1}(x)}{v_{1}^{s}(x)}, & u_{1}(x)=u_{2}(x)
\end{array}\right. \\
A_{22}(x)=-\beta-\left\{\begin{array}{cc}
\frac{u_{1}^{r}(x)}{v_{1}^{s}(x) v_{2}^{s}(x)} \cdot \frac{v_{2}^{s}(x)-v_{1}^{s}(x)}{v_{2}(x)-v_{1}(x)}, & v_{1}(x) \neq v_{2}(x) \\
s \frac{u_{1}^{r}(x)}{v_{1}^{s+1}(x)}, & v_{1}(x)=v_{2}(x) .
\end{array}\right.
\end{gathered}
$$

## Lemma 10.10 We have

(i) $A_{i j} \in C(0,1)$, for all $1 \leq i, j \leq 2$.
(ii) $A_{12}(x) \neq 0$ and $A_{21}(x) \neq 0$ for all $x \in(0,1)$.
(iii) $d^{1-(p-q)}(x) A_{1 j} \in L^{\infty}(0,1)$ and $d^{1-(r-s)}(x) A_{2 j} \in L^{\infty}(0,1)$, for $j=1,2$.

Proof. The claims in (i) and (ii) are easy to verify. We prove only the statement in (iii). To this aim, let us notice first that by the regularity of solutions, there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} d(x) \leq u_{i}, v_{i} \leq c_{2} d(x) \quad \text { in }(0,1), 1 \leq i \leq 2 \tag{10.65}
\end{equation*}
$$

By (10.65) and the fact that

$$
\left|a^{q}-b^{q}\right| \leq q|a-b| \max \left\{a^{q-1}, b^{q-1}\right\} \quad \text { for all } a, b>0
$$

we have

$$
\begin{aligned}
d(x)\left|A_{12}(x)\right| & \leq q d(x) \frac{u_{1}^{p}(x)}{v_{1}^{q}(x) v_{2}^{q}(x)} \max \left\{v_{1}^{q-1}(x), v_{2}^{q-1}(x)\right\} \\
& \leq q d^{p-q}(x)\left(\frac{u_{1}(x)}{d(x)}\right)^{p} \max \left\{\left(\frac{d(x)}{v_{1}(x)}\right)^{q+1},\left(\frac{d(x)}{v_{2}(x)}\right)^{q+1}\right\} \\
& \leq c d^{p-q}(x) \quad \text { for all } 0<x<1
\end{aligned}
$$

Hence $d^{1-(p-q)}(x) A_{12} \in L^{\infty}(0,1)$. We obtain similar estimates for $d^{1-(p-q)}(x) A_{11}$ and $d^{1-(r-s)}(x) A_{2 j}, j=1,2$. This concludes the proof.

Next, Lemma 10.10 (i)-(ii) allows us to employ the following result which is proved in [38, Lemma 7].

Lemma 10.11 (see [38]) Let $0<a<b<1$ and $A=\left(A_{i j}\right)_{1 \leq i, j \leq 2}$ be such that
(i) $A_{i j} \in C[a, b]$, for all $1 \leq i, j \leq 2$.
(ii) $A_{12}(x) \neq 0$ and $A_{21}(x) \neq 0$ for all $x \in[a, b]$.

Assume that there exists $\mathbf{W}=(U, V)^{T} \in C^{2}[a, b] \times C^{2}[a, b]$ such that $\mathbf{W} \not \equiv 0$ and $\mathbf{W}^{\prime \prime}(x)+A(x) \mathbf{W}(x)=\mathbf{0}$ in $[a, b]$. Then, neither $U$ nor $V$ can have infinitely many zeros in $[a, b]$.

As a consequence, we deduce that if $\mathbf{W}$ is a solution of (10.64) and $\mathbf{W}$ vanishes for infinitely many times in an interval $[a, b] \subset(0,1)$ then, applying Lemma 10.11 in $[\varepsilon, 1-\varepsilon]$ for all $\varepsilon>0$ sufficiently small, we get $\mathbf{W} \equiv \mathbf{0}$.

It remains to show that $U$ and $V$ cannot vanish infinitely many times in the neighborhood of $x=0$ and $x=1$. We shall consider only the case $x=0$; the situation where $U$ or $V$ have infinitely many zeros near $x=1$ can be handled in the same manner.

Without losing the generality, we may assume that $V$ has infinitely many zeros in a neighborhood of $x=0$. By the continuity of $V$ it follows that $V(0)=0$. Furthermore, since $V \in C^{2}(0,1) \cap C^{1}[0,1]$, by Rolle's theorem we get that both $V^{\prime}$ and $V^{\prime \prime}$ have infinitely many zeros near $x=0$. Therefore, $V^{\prime}(0)=0$, that is, $v_{1}^{\prime}(0)=v_{2}^{\prime}(0)$.

If $U^{\prime}(0)=0$, then $\mathbf{W}(0)=\mathbf{W}^{\prime}(0)=\mathbf{0}$. Let $\gamma=\min \{0, p-q, r-s\}$. Then $-1<$ $\gamma \leq 0$ and by Lemma 10.10 (iii) it follows that $x^{1-\gamma} A_{i j} \in L^{\infty}(0,1 / 2)$. Thus, we can use Proposition 10.12 in order to get that $\mathbf{W} \equiv \mathbf{0}$ in $[0,1 / 2]$. Then, by Lemma 10.11 we obtain $\mathbf{W} \equiv 0$ in $[0,1]$, which is a contradiction. Hence $U^{\prime}(0) \neq 0$. Subtracting the second equation corresponding to $v_{1}$ and $v_{2}$ in the system (10.61) we have

$$
\begin{align*}
V^{\prime \prime}(x) & =\beta V(x)+\frac{u_{1}^{r}(x)}{v_{1}^{s}(x)}-\frac{u_{2}^{r}(x)}{v_{2}^{s}(x)} \\
& =x^{r-s}\left\{\beta \frac{V(x)}{x^{r-s}}+\left(\frac{u_{1}(x)}{x}\right)^{r}\left(\frac{x}{v_{1}(x)}\right)^{s}-\left(\frac{u_{2}(x)}{x}\right)^{r}\left(\frac{x}{v_{2}(x)}\right)^{s}\right\} . \tag{10.66}
\end{align*}
$$

Since $r-s<1, v_{1}^{\prime}(0)=v_{2}^{\prime}(0)>0$ and $u_{1}^{\prime}(0) \neq u_{2}^{\prime}(0)$ we get

$$
\begin{align*}
\lim _{x \rightarrow 0^{+}} & \left\{\beta \frac{V(x)}{x^{r-s}}+\left(\frac{u_{1}(x)}{x}\right)^{r}\left(\frac{x}{v_{1}(x)}\right)^{s}-\left(\frac{u_{2}(x)}{x}\right)^{r}\left(\frac{x}{v_{2}(x)}\right)^{s}\right\}  \tag{10.67}\\
& =\frac{u_{1}^{\prime r}(0)-u_{2}^{\prime r}(0)}{v_{1}^{\prime s}(0)} \neq 0
\end{align*}
$$

From (10.66) and (10.67) we derive that $V^{\prime \prime}$ has constant sign in a small neighborhood of $x=0$ which contradicts the fact that $V$ vanishes infinitely many times in the neighborhood of $x=0$. This finishes the proof of Proposition 10.9.

Proposition 10.12 Let $0<a<1,-1<\gamma \leq 0$ and $A=\left(A_{i j}\right)_{1 \leq i, j \leq 2}$ be a $2 \times 2$ matrix such that for all $1 \leq i, j \leq 2$ we have

$$
A_{i j} \in C(0, a] \quad \text { and } \quad x^{1-\gamma} A_{i j} \in L^{\infty}(0, a) .
$$

Assume that there exists $\mathbf{W}=\left(W_{1}, W_{2}\right)^{T} \in\left(C^{2}(0, a] \cap C^{1}[0, a]\right)^{2}$ a solution of

$$
\left\{\begin{array}{l}
\mathbf{W}^{\prime \prime}(x)+A(x) \mathbf{W}(x)=\mathbf{0} \text { in }(0, a] \\
\mathbf{W}(0)=\mathbf{W}^{\prime}(0)=\mathbf{0}
\end{array}\right.
$$

Then $\mathbf{W} \equiv \mathbf{0}$ in $[0, a]$.
Proof. First we need the following result whose proof is a simple exercise of calculus.

Lemma 10.13 Let $f \in C(0, a] \cap L^{1+\delta}(0, a)$ for some $a, \delta>0$ and $u \in C^{2}(0, a] \cap$ $C^{1}[0, a]$ be such that $u(0)=u^{\prime}(0)=0$ and $u^{\prime \prime}=f$ in $(0, a)$. Then

$$
u(x)=\int_{0}^{x}(x-t) f(t) d t, \quad \text { for all } 0 \leq x \leq a
$$

Since $\mathbf{W} \in C^{1}[0,1] \times C^{1}[0,1]$ we have $A \mathbf{W} \in C(0, a] \cap L^{1+\delta}(0, a)$ provided that $0<\delta<-1-\gamma^{-1}$. Therefore, by Lemma 10.13 we get

$$
\begin{equation*}
\mathbf{W}(x)=-\int_{0}^{x}(x-t) A(t) \mathbf{W}(t) d t \quad \text { for all } 0 \leq x \leq a \tag{10.68}
\end{equation*}
$$

 $B_{i j} \in C(0, a] \cap L^{\infty}(0, a)$. Set

$$
M=\max _{1 \leq i, j \leq 2}\left\|B_{i j}\right\|_{\infty}, k=\max \left\{\frac{|\mathbf{W}(x)|}{x} ; 0<x \leq a\right\}
$$

where $|\mathbf{W}(x)|=\max \left\{\left|W_{1}(x)\right|,\left|W_{2}(x)\right|\right\}$. Notice that both $M$ and $k$ are finite, since $\mathbf{W} \in C^{1}[0, a]$. From (10.68) we have

$$
\mathbf{W}(x)=-\int_{0}^{x}(x-t) B(t) \frac{\mathbf{W}(t)}{t} t^{\gamma} d t \quad \text { for all } 0 \leq x \leq a
$$

which yields

$$
\begin{equation*}
|\mathbf{W}(x)| \leq M \int_{0}^{x}(x-t) \frac{|\mathbf{W}(t)|}{t} t^{\gamma} d t \quad \text { for all } 0 \leq x \leq a \tag{10.69}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
|\mathbf{W}(x)| \leq M k \int_{0}^{x}(x-t) t^{\gamma} d t=\frac{M k}{(1+\gamma)(2+\gamma)} x^{2+\gamma} \quad \text { for all } 0 \leq x \leq a \tag{10.70}
\end{equation*}
$$

Using (10.70) in (10.69) we obtain

$$
\begin{aligned}
|\mathbf{W}(x)| & \leq \frac{M^{2} k}{(1+\gamma)(2+\gamma)} \int_{0}^{x}(x-t) t^{1+2 \gamma} d t \\
& =\frac{M^{2} k}{(1+\gamma)(2+\gamma)(2+2 \gamma)(3+2 \gamma)} x^{3+2 \gamma} \\
& \leq \frac{M^{2} k}{2(1+\gamma)^{2}} x^{3+2 \gamma} \quad \text { for all } 0 \leq x \leq a
\end{aligned}
$$

By induction, we deduce that for all $n \geq 2$ we have

$$
|\mathbf{W}(x)| \leq \frac{M^{n} k}{n!(1+\gamma)^{n}} x^{n+1+n \gamma} \quad \text { for all } 0 \leq x \leq a
$$

Since $-1<\gamma \leq 0$, we can pass to the limit in the last inequality in order to get $\mathbf{W} \equiv \mathbf{0}$. This completes the proof.

Proof of Theorem 10.8 continued. Let us define

$$
\begin{array}{ll}
\mathscr{I}^{+}=\{x \in[0,1]: U(x) \geq 0\}, & \mathscr{I}^{-}=\{x \in[0,1]: U(x) \leq 0\}, \\
\mathscr{J}^{+}=\{x \in[0,1]: V(x) \geq 0\}, & \mathscr{J}^{-}=\{x \in[0,1]: V(x) \leq 0\} .
\end{array}
$$

Since both $U$ and $V$ have a finite number of zeros, it follows that the above sets consist of finitely many disjoint closed intervals. Therefore, $\mathscr{I}^{+}=\cup_{i=1}^{m} I_{i}^{+}$. For our convenience, let $I^{+}$denote any interval $I_{i}^{+}$and similar notations will be used for $I^{-}$, $J^{+}$and $J^{-}$. We have

Lemma 10.14 For all intervals $I^{+}, I^{-}, J^{+}$and $J^{-}$defined above, the following situations can not occur:
(i) $I^{+} \subset J^{+}$;
(ii) $I^{-} \subset J^{-}$;
(iii) $J^{+} \subset I^{-}$;
(iv) $J^{-} \subset I^{+}$.

Proof. (i) Assume by contradiction that $I^{+} \subset J^{+}$. This yields $u_{2} \geq u_{1}$ and $v_{2} \geq v_{1}$ in $I^{+}$. Furthermore we have

$$
\begin{gathered}
u_{1}^{\prime \prime}-\alpha u_{1}+\frac{u_{1}^{p}}{v_{2}^{q}}+\rho(x) \leq 0=u_{2}^{\prime \prime}-\alpha u_{2}+\frac{u_{2}^{p}}{v_{2}^{q}}+\rho(x) \quad \text { in } I^{+}, \\
u_{1}, u_{2}>0 \quad \text { in } I^{+}, u_{1}=u_{2}=0 \quad \text { on } \partial I^{+}, u_{1}^{\prime \prime} \in L^{1}(0,1) .
\end{gathered}
$$

Thus, by Theorem 1.2 with $\Psi(x, t)=-\alpha t+\frac{t^{p}}{v_{2}^{q}(x)}+\rho(x),(x, t) \in I^{+} \times(0, \infty)$, it follows that $u_{2} \leq u_{1}$ in $I^{+}$. Since $u_{2} \geq u_{1}$ in $I^{+}$, we deduce $u_{1}=u_{2}$ in $I^{+}$, that is, $U \equiv 0$ which contradicts Proposition 10.9. Replacing $u_{1}, v_{1}$ with $u_{2}, v_{2}$ in the above arguments we deduce the statement (ii).
(iii) Suppose that $J^{+} \subset I^{-}$. Then $v_{2} \geq v_{1}$ and $u_{1} \geq u_{2}$ in $J^{+}$which yield

$$
\frac{u_{1}^{r}}{v_{1}^{s}} \geq \frac{u_{2}^{r}}{v_{2}^{s}} \quad \text { in } J^{+}
$$

Hence $V=v_{2}-v_{1}$ satisfies

$$
\begin{cases}V^{\prime \prime}-\beta V=\frac{u_{1}^{r}}{v_{1}^{s}}-\frac{u_{2}^{r}}{v_{2}^{s}} \geq 0 & \text { in } J^{+} \\ V=0 & \text { on } \partial J^{+} .\end{cases}
$$

Therefore, by the maximum principle, we have $V \leq 0$ in $J^{+}$. Since $V \geq 0$ in $J^{+}$, it follows that $V \equiv 0$ in $J^{+}$which again contradicts Proposition 10.9. The proof of (iv) follows in a similar way.

From now on, the proof of Theorem 10.8 follows in the same manner as in [38, Theorem 6].

### 10.4 Case $p<0$

### 10.4.1 A Nonexistence Result

Theorem 10.15 Suppose $-\infty<p<0, q, r, s>0$ and one of the following hold
(i) $q \geq 2$ and $s<1$.
(ii) $q>2$ and $s=1$.
(iii) $q>s+1$ and $s>1$.

Then the system (10.3) has no classical solutions.

Proof. Assume that the system (10.3) has a classical solution $(u, v)$ and set $M=$ $\|u\|_{\infty}$. Then $v$ satisfies

$$
\Delta v-\beta v+c_{1} v^{-s} \geq 0 \quad \text { in } \Omega
$$

where $c_{1}=M^{r}>0$. By Corollary 1.3 we get $v \leq z$, where $z$ is the unique solution of the problem

$$
\begin{cases}\Delta z-\beta z+c_{1} z^{-s}=0 & \text { in } \Omega, \\ z>0 & \text { in } \Omega, \\ z=0 & \text { on } \partial \Omega\end{cases}
$$

Furthermore, from the estimate (10.27) in Proposition 10.3 (with $r=0$ ) there exists $c_{2}>0$ such that $v \leq z \leq c_{2} \Gamma_{s, 0}\left(\varphi_{1}\right)$ in $\Omega$, which yields

$$
\begin{cases}v \leq c_{2} \varphi_{1} \text { in } \Omega & \text { if } s<1  \tag{10.71}\\ v \leq c_{2} \varphi_{1}\left(1+\left|\log \varphi_{1}\right|\right)^{1 /(1+s)} \text { in } \Omega & \text { if } s=1 \\ v \leq c_{2} \varphi_{1}^{2 /(1+s)} \text { in } \Omega & \text { if } s>1\end{cases}
$$

If $s=1$ and $q>2$, we fix $0<\theta<1$ such that $q \theta \geq 2$. Let us set

$$
k=\left\{\begin{array}{cc}
1, & \text { if } s<1 \\
\theta, & \text { if } s=1 \\
2 /(s+1), & \text { if } s>1
\end{array}\right.
$$

Then $q k \geq 2$ and by (10.71) we get $v \leq c_{3} \varphi_{1}^{k}$ in $\Omega$, for some $c_{3}>0$. Using this inequality in the first equation of (10.3) we deduce $\Delta u-\alpha u+c \varphi_{1}^{-q k} u^{p}+\rho(x) \leq 0$ in $\Omega$, where $c=c_{3}^{-q}$. This means that $u$ is a supersolution of the problem

$$
\begin{cases}\Delta z-\alpha z+c \varphi_{1}^{-q k} z^{p}+\rho(x)=0 & \text { in } \Omega  \tag{10.72}\\ z>0 & \text { in } \Omega \\ z=0 & \text { on } \partial \Omega\end{cases}
$$

Note that $w \in C^{2}(\bar{\Omega})$ defined as the unique solution of (10.11) is a subsolution of (10.72). By the standard maximum principle it is easy to get $u \geq w$ in $\Omega$. Hence, the problem (10.72) has classical solutions, but this contradicts Proposition 10.3 (i), since $q k \geq 2$. Therefore, the system (10.3) has no solutions. The proof of Theorem 10.15 is now complete.

### 10.4.2 Existence

Theorem 10.16 Assume that $-\infty<p<0, q, r, s$ satisfy (10.5) and $q \sigma<2$. Then, the system (10.3) has classical solutions. Moreover, if $q<p+1$ and $s<r+1$ any classical solution $(u, v)$ of (10.3) satisfies $u, v \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$.

Proof. For all $0<\varepsilon<\varepsilon_{0}$ let $\Omega_{\varepsilon}$ be defined as in (10.40). For $m_{1}<1<M_{1}$ and $m_{2}<1<M_{2}$ we set

$$
\mathscr{B}_{\varepsilon}=\left\{\begin{array}{cc}
m_{1} \varphi_{1} \leq u \leq M_{1} \varphi_{1}^{v} & \text { in } \Omega_{\varepsilon} \\
(u, v) \in C\left(\bar{\Omega}_{\varepsilon}\right) \times C\left(\bar{\Omega}_{\varepsilon}\right): m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \leq v \leq M_{2} \varphi_{1}^{\tau} & \text { in } \Omega_{\varepsilon} \\
u=\varepsilon, v=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon},
\end{array}\right\},
$$

where

$$
v=\left\{\begin{array}{cl}
1, & \text { if } q \sigma<1+p  \tag{10.73}\\
1 / 2, & \text { if } q \sigma=1+p \\
\frac{2-q \sigma}{1-p}, & \text { if } q \sigma>1+p
\end{array} \text { and } \tau=\left\{\begin{array}{cl}
1, & \text { if } s<1+r v \\
1 / 2, & \text { if } s=1+r v \\
\frac{2+r v}{1+s}, & \text { if } s>1+r v
\end{array} .\right.\right.
$$

In order to prove that $\mathscr{B}_{\varepsilon}$ is not empty, we first remark that $v \leq 1$. Therefore, we only need to check that

$$
\begin{equation*}
\Gamma_{s, r}(t) \leq c_{0} t^{\tau} \quad \text { for all } 0<t \leq 1, \tag{10.74}
\end{equation*}
$$

for some fixed $c_{0}>0$. To this aim we analyze the cases $s<1+r, s=1+r$ and $s>1+r$.

If $s<1+r$, since $\tau \leq 1$ we have $\Gamma_{s, r}(t)=t \leq t^{\tau}$ for all $0<t \leq 1$.
If $s>1+r$, from $v \leq 1$ we have $s>1+r v$ which implies $\tau=\frac{2+r v}{1+s} \leq \frac{2+r}{1+s}$. Hence

$$
\Gamma_{s, r}(t)=t^{(2+r) /(1+s)} \leq t^{(2+r v) /(1+s)}=t^{\tau} \quad \text { for all } 0<t \leq 1 .
$$

Finally, if $s=1+r$ then $s \geq 1+r v$ which implies $\tau=1 / 2$ or $\tau=\frac{2+r v}{1+s}$. In both cases we have $\tau<1$. Then

$$
\Gamma_{s, r}(t)=t(1+|\ln t|)^{1 /(1+s)} \leq c_{0} t^{\tau} \quad \text { for all } 0<t \leq 1
$$

and for some fixed $c_{0}>0$.

Remark 25 Since $t^{\theta}(1+|\log t|)^{1 /(s+1)} \rightarrow 0$ as $t \rightarrow 0$, for all $\theta>0$, we could replace the value $1 / 2$ in the definition of $v$ and $\tau$ by any number $\theta \in(0,1)$ in the case $q \sigma=p+1$ and $s=1+r v$ respectively.

Therefore, for small $0<m_{1}, m_{2}<1$ and for large values of $M_{1}, M_{2}>1$ the set $\mathscr{B}_{\varepsilon}$ is not empty.

As in the previous section, for all $(u, v) \in \mathscr{B}_{\varepsilon}$ let us denote by $(T u, T v)$ the unique solution of

$$
\begin{cases}\Delta(T u)-\alpha(T u)+\frac{(T u)^{p}}{v^{q}}+\rho(x)=0, T u>0 & \text { in } \Omega_{\varepsilon}  \tag{10.75}\\ \Delta(T v)-\beta(T v)+\frac{u^{r}}{(T v)^{s}}=0, T v>0 & \text { in } \Omega_{\varepsilon} \\ T u=\varepsilon, T v=\Gamma_{s, r}(\varepsilon) & \text { on } \partial \Omega_{\varepsilon}\end{cases}
$$

In this way we have defined a mapping

$$
\mathscr{T}: \mathscr{B}_{\varepsilon} \rightarrow C\left(\bar{\Omega}_{\varepsilon}\right) \times C\left(\bar{\Omega}_{\varepsilon}\right), \mathscr{T}(u, v)=(T u, T v) .
$$

Now, we proceed as in the proof of Theorem 10.4. The main point is to show that there exist $0<m_{1}, m_{2}<1$ and $M_{1}, M_{2}>1$ which are independent of $\varepsilon$ such that $\mathscr{T}\left(\mathscr{B}_{\varepsilon}\right) \subseteq \mathscr{B}_{\varepsilon}$. This allows us to employ the Schauder's fixed point theorem.

Following the proof of Lemma 10.5 we get the existence of $m_{1}, m_{2} \in(0,1)$ which are independent of $\varepsilon$ and such that

$$
T u \geq m_{1} \varphi_{1}, T v \geq m_{2} \Gamma_{s, r}\left(\varphi_{1}\right) \quad \text { in } \Omega_{\varepsilon} .
$$

Since $\Gamma_{s, r}(t) \geq t^{\sigma}$ for all $0<t \leq 1$, the definition of $\mathscr{B}_{\varepsilon}$ yields $v \geq m_{2} \varphi_{1}^{\sigma}$ in $\Omega_{\varepsilon}$. Furthermore, the first equation in (10.75) produces

$$
\Delta(T u)-\alpha(T u)+m_{2}^{-q} \varphi_{1}^{-q \sigma}(T u)^{p}+\rho(x) \geq 0 \quad \text { in } \Omega_{\varepsilon} .
$$

Let $\zeta \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be the unique solution of (10.52). Since $p<0$ and $q \sigma<2$, we shall make use of Proposition 10.3 (ii) instead of Proposition 10.2 as we did in the proof of Theorem 10.4. Therefore, there exist $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} \Gamma_{-p,-q \sigma}\left(\varphi_{1}\right) \leq \zeta \leq c_{2} \Gamma_{-p,-q \sigma}\left(\varphi_{1}\right) \quad \text { in } \Omega . \tag{10.76}
\end{equation*}
$$

Note that $\Gamma_{-p,-q \sigma}(t) \geq t$ for all $0<t \leq 1$. Hence, by (10.7) and (10.76) we get

$$
\zeta \geq c_{1} \varphi_{1} \geq C c_{1} d(x) \quad \text { in } \Omega .
$$

Let us fix $A>1$ such that $A C c_{1}>1$. Since $p<0$ we find

$$
\begin{gathered}
\Delta(A \zeta)-\alpha(A \zeta)+m_{2}^{-q} \varphi_{1}^{-q \sigma}(A \zeta)^{p}+\rho(x) \leq 0 \quad \text { in } \Omega_{\varepsilon}, \\
A \zeta \geq \varepsilon=T u \quad \text { on } \partial \Omega_{\varepsilon} .
\end{gathered}
$$

In view of Corollary 1.3 we derive $A \zeta \geq T u$ in $\Omega_{\varepsilon}$ and by (10.76) it follows that

$$
T u \leq A c_{2} \Gamma_{-p,-q \sigma}\left(\varphi_{1}\right) \quad \text { in } \Omega_{\varepsilon} .
$$

Note that $\Gamma_{-p,-q \sigma}(t) \leq \tilde{c} t^{v}$ for all $0<t \leq 1$ and for some fixed constant $\tilde{c}>0$. Therefore, we can find $M_{1}>1$ sufficiently large such that $T u \leq M_{1} \varphi_{1}^{v}$ in $\Omega_{\varepsilon}$.

Using the estimate $u \leq M_{1} \varphi_{1}^{V}$ in $\Omega_{\varepsilon}$, from the second equation in (10.75) we deduce

$$
\Delta(T v)-\beta(T v)+M_{1}^{r} \varphi_{1}^{r v}(T v)^{-s} \geq 0 \quad \text { in } \Omega_{\varepsilon} .
$$

Since $v \leq 1$, we can easily prove that $\Gamma_{s, r}(t) \leq c_{0} \Gamma_{s, r v}(t)$, for all $0<t \leq 1$ and for some positive constant $c_{0}$. This implies that

$$
T v=\Gamma_{s, r}(\varepsilon) \leq c_{0} \Gamma_{s, r v}(\varepsilon) \quad \text { on } \partial \Omega_{\varepsilon} .
$$

Next, similar arguments to those in the proof of Lemma 10.5 yield $T v \leq c \Gamma_{s, r v}\left(\varphi_{1}\right)$ in $\Omega_{\varepsilon}$. It remains to notice that $\Gamma_{s, r v}(t) \leq \bar{c} t^{\tau}$ for all $0<t \leq 1$ and for some $\bar{c}>0$. Hence, $T v \leq M_{2} \varphi_{1}^{\tau}$ in $\Omega_{\varepsilon}$ for some $M_{2}>1$ independent of $\varepsilon$. Therefore $\mathscr{T}\left(\mathscr{B}_{\varepsilon}\right) \subseteq \mathscr{B}_{\varepsilon}$. From now on, we proceed exactly in the same way as in the proof of Theorem 10.4.

Assume next that $q<p+1$ and $s<r+1$. Then, by (10.6) and (10.73) we get $\sigma=v=\tau=1$. With the same arguments as in the proof of Theorem 10.4 we get $m_{1} d(x) \leq u, v \leq m_{2} d(x)$ in $\Omega$, for some $m_{1}, m_{2}>0$ and for all solutions ( $u, v$ ) of (10.3). Then we use the same approach as in Corollary 10.7 in order to get that $u, v \in$ $C^{2}(\Omega) \cap C^{1, \gamma}(\bar{\Omega})$, for some $0<\gamma<1$. This finishes the proof of Theorem 10.16.

Remark 26 The above approach can be employed to extend the study of system (10.3) to the following class of exponents:

$$
0 \leq p<1,0<q<p+1, r>0,-1<s \leq 0 .
$$

In this sense, we need the smooth variant of Proposition 10.3 concerning the sublinear case $-1<s \leq 0$. Taking into account the fact that $r>0$, if $-1<s \leq 0$ then the problem (10.22) has a unique solution $v \in C^{2}(\bar{\Omega})$. One can show that system (10.3) has classical solutions and any solution $(u, v)$ of (10.3) satisfies

$$
c_{1} d(x) \leq u, v \leq c_{2} d(x) \quad \text { in } \Omega
$$

for some $c_{1}, c_{2}>0$. Furthermore, with the same idea as in the proof of Corollary 10.7 we get
(i) if $p \geq q$ then $u, v \in C^{2}(\bar{\Omega})$;
(ii) if $-1<p-q<0$ then $u \in C^{2}(\Omega) \cap C^{1,1+p-q}(\bar{\Omega})$ and $v \in C^{2}(\bar{\Omega})$.

## Appendix A <br> Caffarelli-Kohn-Nirenberg Inequality

Inequality is the cause of all local movements.

Leonardo da Vinci (1452-1519)
The Hardy-Sobolev inequality states that for any given domain $\Omega \subset \mathbb{R}^{N}, N \geq 3$ and any $u \in C_{0}^{\infty}(\Omega)$,

$$
\begin{equation*}
K^{2} \int_{\Omega} \frac{u^{2}}{|x|^{2}} d x \leq \int_{\Omega}|\nabla u|^{2} d x \tag{A.1}
\end{equation*}
$$

where $K=(N-2) / 2$. Though the constant $K^{2}$ is optimal, in the sense that

$$
K^{2}=\inf _{u \in C_{0}^{\infty}(\Omega) \backslash\{0\}} \frac{\int_{\Omega}|\nabla u|^{2} d x}{\int_{\Omega} u^{2} /|x|^{2} d x},
$$

inequality in relation (A.1) is never achieved. This fact has led to the improvement of the Hardy-Sobolev inequality in various ways. For instance, Brezis and Vázquez [31] showed that if $\Omega$ is bounded then for some $\gamma>0$,

$$
\begin{equation*}
\gamma\left(\int_{\Omega}|u|^{p} d x\right)^{2 / p}+K^{2} \int_{\Omega} \frac{u^{2}}{|x|^{2}} d x \leq \int_{\Omega}|\nabla u|^{2} d x \tag{A.2}
\end{equation*}
$$

with $1 \leq p<2 N /(N-2)$. One of the consequences of (A.2) is that the operator $-\Delta-\mu /|x|^{2}$ is coercive, in the sense that

$$
\inf _{\|u\|_{L^{2}(\Omega)=1}} \int_{\Omega}\left(|\nabla u|^{2}-\mu \frac{u^{2}}{|x|^{2}}\right)>0
$$

whenever $\mu \leq K^{2}$. For other improvements on the Hardy-Sobolev inequality we refer to Adimurthi, Chaudhuri and Ramaswamy [1], Brezis and Marcus [28], Davies
[58], Dávila and Dupaigne [61], Filippas, Maz'ya and Tertikas [74], Rădulescu, Smets and Willem [170].

The Caffarelli-Kohn-Nirenberg inequality generalizes the Hardy-Sobolev inequality and was first obtained in 1984 (see [35]). We provide here a direct proof of this basic inequality.

Theorem A. 1 Let $N \geq 1$ and $a, b$ and $p$ be such that
(i) if $N \geq 3:-\infty<a<\frac{N-2}{2}, a \leq b \leq a+1$ and $p=\frac{2 N}{N-2+2(b-a)}$,
(ii) if $N=2:-\infty<a<0, a<b \leq a+1$ and $p=\frac{2}{b-a}$,
(iii) if $N=1:-\infty<a<-\frac{1}{2}, a+\frac{1}{2}<b \leq a+1$ and $p=\frac{2}{-1+2(b-a)}$.

Then, there exists a positive constant $C_{a, b}=C(a, b)>0$ such that

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{p}}{|x|^{b p}} d x\right)^{1 / p} \leq C_{a, b}\left(\int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x\right)^{1 / 2} \tag{A.3}
\end{equation*}
$$

for any $u \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$.
Let us remark that inequality (A.3) contains as particular cases the classical Sobolev inequality (if $a=b=0$ ) and the Hardy inequality (if $a=0$ and $b=1$ ); we refer to $[28,58,170]$ for further details.

Proof. We shall consider here the case $N \geq 3$; the cases $N=2$ and $N=1$ are similar. We divide the proof into three steps.
Step 1: $b=a+1$. Let

$$
\mathbf{F}(x)=\frac{1}{2 b-N} \frac{x}{|x|^{-2 b}}
$$

By the divergence theorem we have

$$
\begin{align*}
\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{-2 b}} d x & =-\int_{\mathbb{R}^{N}}|u|^{2} \operatorname{div} \mathbf{F} d x \\
& =2 \int_{\mathbb{R}^{N}}|u| \mathbf{F} \cdot \nabla|u| d x  \tag{A.4}\\
& \leq \alpha^{2} \int_{\mathbb{R}^{N}}|u|^{2} \frac{\|\mathbf{F}\|^{2}}{|x|^{2 a}} d x+\alpha^{-2} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x .
\end{align*}
$$

On the other hand,

$$
\frac{\|\mathbf{F}\|^{2}}{|x|^{2 a}}=\frac{1}{(n-2-2 a)^{2}}|x|^{-2 b},
$$

so from (A.4) we obtain

$$
\left(1-\frac{\alpha^{2}}{(n-2-2 a)^{2}}\right) \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 b}} d x \leq \alpha^{-2} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x .
$$

This implies

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 b}} d x & \leq \frac{(N-2-2 a)^{2}}{\alpha^{2}(N-2-2 a)^{2}-\alpha^{4}} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x \\
& \leq \frac{4}{\alpha^{2}(N-2-2 a)^{2}} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x .
\end{aligned}
$$

Step 2: $b=a$. By the Sobolev inequality we have

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}} \frac{|u|^{p}}{|x|^{a p}} d x\right)^{1 / p} \leq C_{N, p}\left(\int_{\mathbb{R}^{N}} \nabla\left(\frac{u}{|x|^{a}}\right) d x\right)^{1 / 2} \tag{A.5}
\end{equation*}
$$

Also a direct computation and Step 1 yields

$$
\begin{align*}
\int_{\mathbb{R}^{N}} \nabla\left(\frac{u}{|x|^{a}}\right) d x & =\int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x+a^{2} \int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 a+2}}-2 a \int_{\mathbb{R}^{N}} \frac{u}{|x|^{2 a+2}} x \cdot \nabla u d x  \tag{A.6}\\
& \leq C_{a} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}}-2 a \int_{\mathbb{R}^{N}} \frac{u}{|x|^{2 a+2}} x \cdot \nabla u d x
\end{align*}
$$

We next estimate the second integral in the right-hand side of (A.6). We have

$$
\begin{align*}
-2 a \int_{\mathbb{R}^{N}} \frac{u}{|x|^{2 a+2}} x \cdot \nabla u d x & \leq 2|a| \int_{\mathbb{R}^{N}} \frac{u}{|x|^{2 a+2}} x \cdot \nabla u d x \\
& \leq|a|\left(\int_{\mathbb{R}^{N}} \frac{u^{2}}{|x|^{2 a+2}} d x+\int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x\right)  \tag{A.7}\\
& \leq C_{a} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x .
\end{align*}
$$

Now, the inequality follows from (A.5) to (A.7).
Step 3: $a<b<a+1$. We obtain the Caffarelli-Kohn-Nirenberg inequality by interpolation. Let $p=2(1-\theta)+2^{*} \theta$, where $2^{*}=2 N /(N-2)$ which implies

$$
b=a+1-\frac{N \theta}{N-2+2 \theta} .
$$

From the Hölder inequality and the two previous steps we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \frac{|u|^{p}}{|x|^{b p}} d x & =\int_{\mathbb{R}^{N}} \frac{|u|^{2(1-\theta)+2^{*} \theta}}{|x|^{2(1-\theta)(a+1)+2^{*} \theta a}} d x \\
& \leq\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2}}{|x|^{2 a+2}} d x\right)^{1-\theta}\left(\int_{\mathbb{R}^{N}} \frac{|u|^{2^{*}}}{|x|^{2^{a}}} d x\right)^{\theta} \\
& \leq C_{a, b} \int_{\mathbb{R}^{N}} \frac{|\nabla u|^{2}}{|x|^{2 a}} d x .
\end{aligned}
$$

This finishes the proof.
The best embedding constant appearing in (A.3) is given by

$$
\begin{equation*}
S(a, b)=\inf _{u \in D \backslash\{0\}} \frac{\left(\int_{\mathbb{R}^{N}} \frac{|\nabla w|^{2}}{|x|^{-2 a}} d x\right)^{1 / 2}}{\left(\int_{\mathbb{R}^{N}} \frac{|w|^{p}}{|x|^{-b p}} d x\right)^{1 / p}} \tag{A.8}
\end{equation*}
$$

where $D$ is the completion of $C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ with respect to the inner product

$$
(u, v)=\int_{\mathbb{R}^{N}}|x|^{-2 a} \nabla u \cdot \nabla v d x
$$

Remark A.1. (see [36]). If one of the following conditions holds
(i) $N \geq 2$ and $a<b<a+1$.
(ii) $N=1$ and $a+\frac{1}{2}<b<a+1$, then the infimum in (A.8) is always achieved.

The extremal functions for (6.3) are ground state solutions of the singular Euler equation

$$
-\operatorname{div}\left(|x|^{-2 a} \nabla u\right)=|x|^{-b p}|u|^{p-2} u \quad \text { in } \mathbb{R}^{N}
$$

This equation has been recently studied (see $[36,201]$ ) in connection with a complete understanding of the best constants, the qualitative properties of extremal functions, the existence (or nonexistence) of minimizers and their symmetry.

# Appendix B <br> Estimates for the Green Function Associated to the Biharmonic Operator 

> We are what we repeatedly do. Excellence then, is not an act, but a habit.

Aristotle (384 BC-322 BC)
Higher order differential operators have been studied starting with the contributions of Jacob Bernoulli [17], who tried to study the nodal line patterns of vibrating plates. He modeled this phenomenon by means of the fourth order operator $\frac{\partial^{4}}{\partial x^{4}}+\frac{\partial^{4}}{\partial y^{4}}$. However, Bernoulli's model was not accepted for reasons of lack of rotationally symmetry. It seems that the first use of the biharmonic operator $\Delta^{2}$ is due to Lagrange about 1811, who corrected a manuscript by Sophie Germain on the modeling of elastic plates. We refer to the recent book by Gazzola, Grunau and Sweers [83] for an excellent overview of results in the theory of higher order elliptic equations.

Let $\Omega \subset \mathbb{R}^{N}(N \geq 2)$ be a bounded domain whose boundary $\partial \Omega$ is of class $C^{16}$ if $N=2$ and of class $C^{12}$ if $N \geq 3$. Let also $\delta(x)=\operatorname{dist}(x, \partial \Omega)$.

We denote by $G(\cdot, \cdot)$ the Green function associated with the biharmonic operator $\Delta^{2}$ subject to Dirichlet boundary conditions, that is, for all $y \in \Omega, G(\cdot, y)$ satisfies in the distributional sense:

$$
\begin{cases}\Delta^{2} G(\cdot, y)=\delta_{y}(\cdot) & \text { in } \Omega \\ G(\cdot, y)=\partial_{v} G(\cdot, y)=0 & \text { on } \partial \Omega\end{cases}
$$

The study of the Green function for the biharmonic equation goes back to Boggio [20] in 1901. He proved that the Green function is positive in any ball of $\mathbb{R}^{n}$. Boggio [21] and Hadamard [108] conjectured that this fact should be true at least in any
smooth convex domain of $\mathbb{R}^{n}$. In fact, Hadamard [109] already knew in 1908 that this conjecture fails in annuli with small inner radius.

Starting in the late 1940s, various counterexamples have been constructed that disprove the Boggio-Hadamard conjecture. For instance, if a domain in $\mathbb{R}^{2}$ has a right-angle, then the associated Green function fails to be everywhere positive (see Coffman and Duffin [52]). A similar result holds for thin ellipses: Garabedian [81] found that in an ellipse in $\mathbb{R}^{2}$ with the ratio of the half axes $\simeq 2$, the Green function for the biharmonic operator changes sign (for an elementary proof, see also Shapiro and Tegmark [179]). In turn, if the ellipse is close to a ball in the plane, Grunau and Sweers [103] proved that the Green function is positive. Recently, Grunau and Sweers [104-106] and Grunau and Robert [101] provided interesting characterizations of the regions where the Green function is negative. They also obtained that if a domain is sufficiently close to a unit ball in a suitable $C^{4, \gamma} \gamma_{\text {-sense }}$, then the biharmonic Green function under Dirichlet boundary condition is positive.

Recall first that the biharmonic Green function

$$
G: \Omega \times \Omega \backslash\{(z, z): z \in \Omega\} \rightarrow(0, \infty)
$$

is continuous. Also, by the estimates in [102, Theorem 1] we have

$$
\lim _{(x, y) \rightarrow(z, z)} G(x, y)=+\infty, \quad \text { for all } z \in \Omega
$$

Hence $G: \Omega \times \Omega \rightarrow(0, \infty]$ is continuous (in the extended sense).
We recall here some useful estimates regarding the biharmonic Green function presented in Dall'Acqua and Sweers [55] (see also Krasovskiĭ [122]).

Proposition B.1. (see [55]) Let $k$ be an $N$-dimensional multi-index. Then, there exists a positive constant $c$ depending on $\Omega$ and $k$ such that for any $x, y \in \Omega$ we have
(i) For $|k| \geq 2$ :
(il) if $N>4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c|x-y|^{4-N-|k|} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2}
$$

(i2) if $N=4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c \log \left(2+\frac{\delta(y)}{|x-y|}\right) \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2}
$$

(i3) if $N<4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c \delta(y)^{4-N-|k|} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{N+|k|-2}
$$

(ii) For $|k|<2$ :
(iil) if $N>4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c|x-y|^{4-N-|k|} \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{2-|k|} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2}
$$

(ii2) if $N=4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c \log \left(2+\frac{\delta(y)}{|x-y|}\right) \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{2-|k|} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{2}
$$

(ii3) if $2(2-|k|) \leq N<4-|k|$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c \delta(y)^{4-N-|k|} \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{2-|k|} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{N+|k|-2}
$$

(ii4) if $N<2(2-|k|)$ then

$$
\left|D_{x}^{k} G(x, y)\right| \leq c \delta^{2-|k|-N / 2}(x) \delta^{2-N / 2}(y) \min \left\{1, \frac{\delta(x)}{|x-y|}\right\}^{N / 2} \min \left\{1, \frac{\delta(y)}{|x-y|}\right\}^{N / 2}
$$
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