
Research Article

Chao Yang, Vicenţiu D. Rădulescu, Runzhang Xu*, and Mingyou Zhang

Global well-posedness analysis for the
nonlinear extensible beam equations in a
class of modified Woinowsky-Krieger models

https://doi.org/10.1515/ans-2022-0024
received December 14, 2021; accepted August 9, 2022

Abstract: For studying the evolution of the transverse deflection of an extensible beam derived from the
connection mechanics, we investigate the initial boundary value problem of nonlinear extensible beam
equation with linear strong damping term, nonlinear weak damping term, and nonlinear source term. The
key idea of our analysis is to describe the invariant manifold via Nehari manifold. To establish the results of
global well-posedness of solution, we consider the problem at three different initial energy levels, i.e.,
subcritical initial energy level, critical initial energy level, and arbitrarily high initial energy level. We first
obtain the local existence of the solution by using the contraction mapping principle. Then, in the frame-
work of potential well, we obtain global existence, nonexistence, and asymptotic behavior of solution for
both subcritical initial energy level and critical initial energy level. In the end, we establish the global
nonexistence of solution for the problem with linear weak damping and strong damping at the arbitrarily
high initial energy level.

Keywords: extensible beam equation, global existence and nonexistence, nonlinear weak damping, strong
damping
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1 Introduction

In this study, we consider the initial boundary value problem (IBVP) of nonlinear extensible beam equa-
tions with linear strong damping term, nonlinear weak damping term and nonlinear source term
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β is related to the forces applied on the system, and the exponent p satisfies
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The extensible beam model describes the evolution of the transverse deflection of an extensible beam
obeying continuous dynamics. A key feature that the extensible beam model affords a description during
the vibrations is the dynamic buckling of a hinged extensible beam under an axial force, while it often
depends on the fixing manner and distance of the two ends of the beam. The original version of extensible
beam equation, proposed by Woinowsky-Krieger [49] in 1950, reads
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where β represents an initial axial displacement measured from the unstressed state and u x t,( ) represents
the transverse deflection of an extensible beam of natural length l whose ends are held a fixed distance
apart. Considering its wide applications in connection mechanics, the model was also discussed by Ball
[1,2]when both the ends of the beam are hinged or clamped (or built-in). The multidimensional form, on the
other hand, was established by Berger [4] as follows:
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which is called the Berger plate model [12], as a generalization of the Woinowsky-Krieger model to describe
the large deflection of the plate, where the parameterQ describes in-plane forces applied to the plate and p
represents transverse loads which may depend on the displacement u and the velocity ut. In the hinged end
case with free and forced nonlinear vibration, the extensible beam equation (1.7) has been investigated by
Eisley [18], while related experimental results have been given by Burgreen [8]. As one of the typical models
found in physics, the extensible beam model attracted more attention, especially in connection with
industrial applications and the relevant fields such as the vibration of railway track structures [11], micro-
machined beams [20,60], and microbridges [27].

In (1.1), the nonlinear term M u uΔ2
2( )‖∇ ‖ represents the extensibility effects on the beam, the dissipative

terms uΔ t and u ut
m

t
1∣ ∣ − represent the friction force, and the nonlinear source term u up 1∣ ∣ − represents the

external load distribution. The aim of the present paper is to tackle this problem in the frame of variational
argument to reveal the influences of the initial data on the global well-posedness of the solution; thus, the
combination of these complex nonlinear structures in equation (1.1) undoubtedly increases the challenge
for the construction of the variational structure. Fortunately, if the tool of the Nehari flow is used, its
advantage is to make it possible to consider the equation of the following form:

u u M u u g u f uΔ Δtt t
2 2( ) ( ) ( )+ − ‖∇ ‖ + = (1.8)

under the same variational framework. In addition, the full use of the Nehari tools allows us to learn more
about the qualitative properties of the solution, for example, in proving the existence of at least one
minimizer of some variational problem [13] or in the search for nodal solutions to the elliptic equations
[14]. It seems impossible to list the works by exploiting the advanced Nehari manifold; hence, we just
recommend [15] and [47] and the references herein as examples.

Equations such as (1.8) pose a general form of the multidimensional Woinowsky-Krieger model, and the
study of well-posedness theory attracts a lot of interest. See [7,17,23,34,40,51] and below for detail.

Without damping. For equation (1.8) without damping term and nonlinear source term, i.e., g u 0t( ) =

and f u 0( ) = , Mederiors [34] obtained the existence and uniqueness of regular solutions. For the case
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g u 0t( ) = and f u u up 2( ) ∣ ∣=
− , Bainov and Minchev [3] proved sufficient conditions for the nonexistence of

smooth solutions with negative initial energy E 0 0( ( ) )≤ and obtained an upper bound of the maximal time
of existence. Esquivel-Avila [19] proved the blow-up and global properties of the solutions with E d0( ) ≤

(initial energy not above the mountain pass level). Later, Wu and Tsai [51] showed the local existence and
global existence of solutions by combining the contraction mapping principle and the continuity argu-
ments, and they also proved the blow-up of solution with negative initial energy (E 0 0( ) < ) and subcritical
positive initial energy ( E a0 0 0( )≤ < ), where a0 is a constant depending on initial data u u,0 1{ } only, but not
necessarily the depth of the potential well.

Weak damping: linear or nonlinear. For the linear weak damping case, i.e., g u δu δ, 0t t( ) = > , de
Brito [17] and Biler [7] obtained decay estimates for solutions to Cauchy problems. For the IBVP, Guedda
and Labani [23] derived the nonexistence of global solutions with dynamic boundary conditions. For the
nonlinear weak damping case without nonlinear term, i.e., f u 0( ) = , Patcheu [40] proved the existence and
decay of global solutions. For equation (1.8) with both suitable growth assumptions on the nonlinear
damping term and general source term, the existence and nonexistence of global solutions, also some
properties of the solutions that were obtained in [9,12,33,46,57].

Strong damping. For a damping of fractionary order g u uΔ ,t
β

t( ) ( )= − β0 1< ≤ , Biazutti and Crippa in
[6] derived the existence of a global attractor in an abstract setting, and then it was improved later in [16].
We also notice that without the fourth-order term uΔ2 , equation (1.8) becomes the well-known Kirchhoff
equation introduced to describe the nonlinear vibrations of an elastic string [24]. The nonexistence of the
global solutions of Kirchhoff equations with strong damping term uΔ t was investigated by many authors
[36–38,41,50,58,59]. For f u 0( ) = , the global existence and lower decay estimates of the solutions were
derived in [35,36]. For f u u up 2( ) ∣ ∣=

− , Park and Bae in [41] proved the existence, uniqueness, and uniform
convergence of solutions. Later, Wu and Tai [50] showed that the local solutions blow up in a finite time
with positive subcritical initial energy E a0 3( ( ) )< by applying the energy method, where a3 is a constant
depending on initial data, but not necessarily the depth of the potential well. They improved the results
obtained by Ono in [37,38] by considering a degenerate Kirchhoff type model (M s sγ( ) = ). Later, the
following more general problem was studied in [58,59]

u M u u u h u F x uΔ Δ , ,tt t t
2( ) ( ) ( )− ‖∇ ‖ − + = (1.9)

where F represents forcing terms. For the IBVP of equation (1.9), Yang and Li [58] proved the existence of
finite-dimensional global attractor. For the Cauchy problem of (1.9) with h u ut t( ) = , they discussed the
longtime dynamics in [59].

Motivated by the above works, we consider problem (1.1)–(1.3) to discuss the global well-posedness of
the solutions and the dynamical behaviors as time approaches infinity. By recalling the established results,
the main contributions of the present paper can be summarized in the following two aspects.
(i) We conduct a comprehensive study on the global well-posedness of solution at three initial energy

levels, i.e., subcritical initial energy level E d0( ) < , critical initial energy level E d0( ) = and arbitrarily
high initial energy level E 0 0( ) > . For the subcritical initial energy level, i.e., E d0 ,( ) < we shall prove
the global existence, asymptotic behavior of such global solution, and finite time blow-up of the local
solution. This point can be considered as a kind of extension of the established results requiring the
small initial data by pointing out how small the initial data should be in order to ensure global
existence. We also point out that the negative initial energy E 0 0( ( ) )< blow-up will be a special
case of the subcritical energy case E d0 .( ( ) )< For the critical initial energy level, i.e., E d0( ) = , we
try to extend all the results for the subcritical case E d0( ) < to those for this critical case, i.e., E d0( ) = .
For the arbitrarily high initial energy level, i.e., E 0 0( ) > , we shall establish the global nonexistence
theory, but we can only take care of the case r 1= , that is, the case of linear weak damping instead of
nonlinear weak damping, and the problem with nonlinear weak damping will be open even after
this work.

(ii) The present paper deals with the problem with both the nonlinear weak damping term and the linear
strong damping term. Considering that there are a lot of established results [28,29,53,54] about the
model with the single linear weak damping term or the single nonlinear strong damping term or
sometimes the combinations of two of them, in the present paper, we shall consider a more general
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case with both the nonlinear weak damping term and the linear strong damping term, which will be an
extension of the known results. But when we discuss the high energy problem, i.e., the case E 0 0( ) > ,
we can only tackle the problem with the linear weak damping term, and the high energy case with the
nonlinear weak damping term is still an open problem.

For the subcritical initial energy case E d0( ( ) )< , we prove the global existence of solutions in the frame-
work of the potential well method [42], and then by utilizing the method in [5], we prove the exponential
decay result. The potential well method is one of the important applications of the minimax theory [43].
Indeed, there are a great number of related works, including Robin problems [44], Neumann problems [45],
and some other intriguing problems [55,56,61,62], which are direct or indirect applications of the minimax
theory. By means of [48] and the so-called concavity method [25,26], we show a blow-up result. For the
critical initial energy case (E d0( ) = ), by utilizing the method of [32,52], we prove the global existence, finite
time blow-up, as well as asymptotic behavior of solutions. For the high initial energy case (E 0 0( ) > ), we
derive some sufficient conditions on the initial data such that certain solution blows up in a finite time with
the aid of the technique of [21]. The organization of this paper is as follows. In Section 2, we introduce some
notations, functionals, assumptions, and lemmas for proving the main theorem. In Section 3, we prove the
local existence of solutions by using the contraction mapping principle. In Section 4, we discuss global
existence, asymptotic behavior, and nonexistence of the solution for problem (1.1)–(1.3) for the subcritical
initial energy E d0( ) < . In Section 5, we discuss global existence, asymptotic behavior, and the nonexis-
tence of the solution for problem (1.1)–(1.3) for the critical initial energy level E d0( ) = . In Section 6, we
prove global nonexistence of solutions for the high initial energy level E 0 0( ) > when r 1= . Some open
problems are also listed.

2 Preliminaries

In this section, we show some notations, assumptions, and preliminary results, which will be used later.
Throughout the present paper, we denote the Sobolev space H Ω0

1( ) norm by H
2 2 2

0
1‖⋅‖ = ‖⋅‖ + ‖∇⋅‖ and

L pΩ 2p( ) ( )⩽ < ∞ denotes the usual space of all L p-functions on Ω with norm

and .p L LΩ Ωp 2( ) ( )‖⋅‖ = ‖⋅‖ ‖⋅‖ = ‖⋅‖

Let u v uv x, d
Ω

( ) ∫= denote the L2-inner product, and we denote by ,⟨⋅ ⋅⟩ the duality pairing between H Ω1( )−

and H Ω0
1( ).

For problem (1.1)–(1.3), we introduce the following notations [19,31],
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where ν is the outward unit normal vector on Ω∂ , and

u u uΔ .H
2 2 2

‖ ‖ = ‖∇ ‖ + ‖ ‖ (2.2)

In this paper, for simplicity, we denote by C 0> a generic constant, which may vary from line to line
even within the same formula.

We use the following lemmas throughout this paper.

Lemma 2.1. (Sobolev-Poincaré inequality). Let q0 n
n m

2
2< ≤

−

if n m q if n m2 0 2( )> < < +∞ = . Then, the
inequality

v C v for v HΔ Ωq
m
0

m
2( ) ( )‖ ‖ ≤ ‖ − ‖ ∈

with some positive constant C holds.
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For the initial boundary value problems (1.1)–(1.3), we introduce the total energy functional
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and the Nehari functional
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From (2.3)–(2.5), we can easily see that
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By I u( ), we introduce the potential well (stable set)

W u H I u 0 0 ,{ ∣ ( ) } { }= ∈ > ∪ (2.7)

the outer space of the potential well (unstable set)

V u H I u 0 ,{ ∣ ( ) }= ∈ < (2.8)

and the depth of the potential well (the so-called mountain pass level)
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where the Nehari manifold is

u H O I u\ 0 .� { { }∣ ( ) }= ∈ =

Next, we give some properties of the aforementioned manifolds and functionals as follows.

Lemma 2.2. Let u x H( ) ∈ , and u 0H‖ ‖ ≠ . Then
(i) J λulim 0λ 0 ( ) =→ , J λulimλ ( ) = −∞→+∞ ;
(ii) On the interval λ0 < < ∞, there exists a unique λ λ u( )=
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(ii) An easy calculation shows that
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which leads to the conclusion.
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(iii) By a direct calculation, relation (2.11) gives

λ
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which proves the conclusion of (iii).
(iv) The conclusion follows from
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This completes the proof. □

For the depth of the potential well d, we have the following knowledge.

Lemma 2.3. (Depth of the potential well). The potential well depth is
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Combining (2.16) with I u β0, 0( ) = ≥ and (2.15), (2.16) gives
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In turn, this implies that
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Here, we need to ensure that the equal sign of (2.18) is true, that is, there exists an extremal of the
variational problem (2.9). The proof of this part is standard and similar to that in [42]; hence, we give
this proof in the Appendix. □

Lemma 2.4. (Nonincreasing energy). Let u x t,( ) be a solution to problem (1.1)–(1.3), then the energy func-
tional E t( ) of problem (1.1)–(1.3) is nonincreasing with respect to t, i.e.,

E t u u 0.t t r
r2

1
1( )′ = −‖∇ ‖ − ‖ ‖ <
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+ (2.19)

Proof. The energy identity can be obtained by testing (1.1) with ut and integrating with respect to t,
that is,
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which proves (2.19). □

We give the definition of the weak solution for problem (1.1)–(1.3).

Definition 2.1. (Weak solution). Function u x t,( ) is called a weak solution to problem (1.1)–(1.3) on ΩT ,
provided
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for all test functions ω H∈ and almost all t T0,[ ]∈ .

3 Local existence

To prove the local existence of the solution to problem (1.1)–(1.3), we first give the following lemma, which
can be proved by the Banach fixed point theory (see [10,22,38,39]).
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+ − ‖∇ ‖ − + =

= =

= =

− −

(3.1)
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Next, we establish the local existence and uniqueness for solutions of problems (1.1)–(1.3) by using the
Banach fixed point theorem.

Theorem 3.1. (Local existence) Assume u x H0( ) ∈ and u x H Ω1 0
1( ) ( )∈ . Then, problem (1.1)–(1.3) admits a

unique local solution u x t,( ) defined on a maximal time interval T0,[ ] with

u C T H0, ,([ ] )∈

and

u L T H L T L0, ; Ω 0, ; Ω .t
r r2

0
1 1 1([ ] ( )) ([ ] ( ))∈ ∩

+ +

Proof. The method to prove the local existence theorem is similar to the method of [39]. Throughout the
proof, we denote byC 0> various embedding constants from line to line within the same formula. For some
real numbers R 0> and T 0> , which will be decided later, we consider the following space:

u C T H u L T H L T L
u u u u d u t R t T

0, , , 0, ; Ω 0, ; Ω
0 , 0 and for all 0, ,

T t
r r

t

2
0
1 1 1

0 1
2

� { ([ ] ) ([ ] ( )) ([ ] ( ))∣

( ) ( ) ( ( )) [ ]}

≔ ∈ ∈ ∩

= = ≤ ∈

+ +

where

d u t u uΔ .t
2 2( ( )) = ‖ ‖ + ‖ ‖

Then T� is a complete metric space with the distance

d u v d u t v t u v u v, sup sup Δ Δ .
t T t T

t t
0, 0,

2 2( ) ( ( ) ( )) ( )
[ ] [ ]

≔ − = ‖ − ‖ + ‖ − ‖

∈ ∈

From Lemma 3.1, we consider the map Φ by v uΦ( )≔ , which is the unique solution to problem (3.1) for
u .T�∈ For some T 0> and R 0> , we would like to show that Φ is a contraction mapping from T� into
itself with respect to the metric d ,( )⋅ ⋅ by the following two steps.

Step I: Φ maps T� into itself (Φ T T� �( ) ⊆ ).
We multiply (3.1) by vt and integrate over Ω to obtain

t
v v M u v v v

t
M u v u uv xd

d
Δ 2 2 d

d
2 d .t t t r

r p
t

2 2 2 2 2
1
1 2 2

Ω

1( ( ) ) ⎛

⎝
( )⎞

⎠
∣ ∣∫‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖ + ‖∇ ‖ + ‖ ‖ = ‖∇ ‖ ‖∇ ‖ +

+

+ − (3.2)

Next, we estimate the first term in the second line of (3.2) as follows:

t
M u v M u u u x v

γβ u uu x v

γβ u u u v
γβC u u v
γβC R v

d
d

2 d

2 Δ d

2 Δ
2 Δ
2 .

t

γ
t

γ
t

γ γ
t

γ γ

2 2 2

Ω

2

2 2

Ω

2

2 2 2

2 2 2 1 2

2 2 2 2

( ) ( )∫

∫

‖∇ ‖ ‖∇ ‖ = ′ ‖∇ ‖ ∇ ∇ ‖∇ ‖

= ‖∇ ‖ ‖∇ ‖

≤ ‖∇ ‖ ‖ ‖‖ ‖‖∇ ‖

≤ ‖ ‖ ‖ ‖‖∇ ‖

≤ ‖∇ ‖

−

−

− −

−

(3.3)

By Hölder’s inequality and the Sobolev-Poincaré inequality, for the second term in the second line of (3.2),
we obtain

u uv x u v C u v C R v2 d 2 2 Δ 2 .p
t p

p
t

p p
t

p p
t

Ω

1
2∣ ∣∫ ≤ ‖ ‖ ‖ ‖ ≤ ‖ ‖ ‖ ‖ ≤ ‖ ‖

− (3.4)
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Thus, form (3.3) and (3.4), (3.2) gives

t
v v M u v v v

γβC R v C R v
γβC R v C R v

C R γβC R v v M u v

d
d

Δ 2 2

2 2
2 Δ

2 1 Δ .

t t t r
r

γ γ p p
t

γ γ p p
t

p p γ γ
t

2 2 2 2 2
1
1

2 2 2 2

2 2 2 2 2 2

2 2 2 2 2 2 2 2

( ( ) )

( )( ( ) )

‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖ + ‖∇ ‖ + ‖ ‖

≤ ‖∇ ‖ + ‖ ‖

≤ ‖ ‖ + + ‖ ‖

≤ + + ‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖

+

+

− (3.5)

Integrating (3.5) over t0,[ ], we have

g v t v v τ g v C R T γβC R g v τ τ2 d 2 1 d ,
t

τ τ r
r p p

t

γ γ

0

2
1
1

0
2 2

0

2 2( ( )) ( ) ( ) ( ) ( ( ))∫ ∫+ ‖∇ ‖ + ‖ ‖ ≤ + + +
+

+

where g v t v v M u vΔt
2 2 2 2( ( )) ( )= ‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖ .

By the Gronwall inequality, we obtain

g v t v v τ g v C R T e2 d .
T

τ τ r
r p p γβC R T

0

2
1
1

0
2 2 2 1γ γ2 2

( ( )) ( ) ( ( ) ) ( )
∫+ ‖∇ ‖ + ‖ ‖ ≤ +

+

+ +

Then, from the definition of d u t( ( )), we have

d v t v v τ g v C R T e2 d .
T

τ τ r
r p p γβC R T

0

2
1
1

0
2 2 2 1γ γ2 2

( ( )) ( ) ( ( ) ) ( )
∫+ ‖∇ ‖ + ‖ ‖ ≤ +

+

+ + (3.6)

Form (3.6), we have

v L T H0, ,([ ] )∈
∞

and

v L T H L T L0, , Ω 0, ; Ω ,t
r r2

0
1 1 1([ ] ( )) ([ ] ( ))∈ ∩

+ +

which implies v C T H0, ;([ ] )∈ . Choosing T and R to satisfy

g v C R T e R ,p p γβC R T
0

2 2 2 1 2γ γ2 2
( ( ) ) ( )

+ ≤
+ (3.7)

then, from (3.6) and (3.7), we have

d v t v v τ R2 d ,
T

τ τ r
r

0

2
1
1 2( ( )) ( )∫+ ‖∇ ‖ + ‖ ‖ ≤

+

+ (3.8)

which shows v T�∈ , that is, Φ T T� �( ) ⊆ .
Step II: Φ is a contraction with respect to the metric d ,( )⋅ ⋅ .
Now, by taking u1 and u2 in T� , subtracting the two equations (3.1) for v uΦ1 1( )= and v uΦ2 2( )= , and

setting V v v1 2= − , we obtain for all η T�∈ and a.e. t T0,[ ]∈ that

V η V η M u V η V η
v v v v η u u u u η
M u M u v η

V x V x
V

, Δ , Δ , ,
, ,

Δ , in Ω ,
, 0 , 0 0 in Ω,
0 on Γ.

tt t

t
r

t t
r

t
p p

T

t

1
2

1
1

1 2
1

2 1
1

1 2
1

2

1
2

2
2

2

⎧

⎨

⎪
⎪

⎩

⎪
⎪

( ) ( )( ) ( )

(∣ ∣ ∣ ∣ ) (∣ ∣ ∣ ∣ )

( ( ) ( ))( )

( ) ( )

⟨ ⟩ + + ‖∇ ‖ ∇ ∇ + ∇ ∇

= − − + −

+ ‖∇ ‖ − ‖∇ ‖

= =

=

− − − −

(3.9)

By setting η Vt= , we have

t
V V M u V V u u u u V x

M u M u v V x
t

M u V u u u u V x

d
d

Δ 2 2 d

2 Δ d d
d

2 d .

t t t
r

t t
r

t t

t
p p

t

2 2
1

2 2 2

Ω

1
1

1 2
1

2

1
2

2
2

Ω

2 1
2 2

Ω

1
1

1 2
1

2

( ( ) ) (∣ ∣ ∣ ∣ )

( ( ) ( )) ⎛

⎝
( )⎞

⎠
(∣ ∣ ∣ ∣ )

∫

∫ ∫

‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖ + ‖∇ ‖ + −

= ‖∇ ‖ − ‖∇ ‖ + ‖∇ ‖ ‖∇ ‖ + −

− −

− −

(3.10)
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Next, we estimate the right-hand side of (3.10). First, from the mean value theorem and definition of
M s( ), we obtain

M u M u M ξ u u
βγξ u u u u
βγξ u u u u
βγ u u u u u u
βγ u u u u u u
βγ u u u u ,

γ

γ

γ

γ

γ

1
2

2
2

1 1
2

2
2

1
1

1 2 1 2

1
1

1 2 1 2

1
2

2
2 1

1 2 1 2

1 2
2 2

1 2 1 2

1 2
2 1

1 2

( ) ( ) ( )( )

( )( )

( )( )

( ) ( )( )

( ) ( )( )

( ) ( )

‖∇ ‖ − ‖∇ ‖ = ′ ‖∇ ‖ − ‖∇ ‖

= ‖∇ ‖ + ‖∇ ‖ ‖∇ ‖ − ‖∇ ‖

≤ ‖∇ ‖ + ‖∇ ‖ ‖∇ − ∇ ‖

≤ ‖∇ ‖ + ‖∇ ‖ ‖∇ ‖ + ‖∇ ‖ ‖∇ − ∇ ‖

≤ ‖∇ ‖ + ‖∇ ‖ ‖∇ ‖ + ‖∇ ‖ ‖∇ − ∇ ‖

= ‖∇ ‖ + ‖∇ ‖ ‖∇ − ∇ ‖

−

−

−

−

−

(3.11)

where

ξ θ u θ u θ1 , 0 1.1 1
2

2
2( )≔ ‖∇ ‖ + − ‖∇ ‖ < <

Thus, for v uΦ( )= and Φ T T� �( ) ⊆ (in Step I), we see that

v v v d v t RΔ Δ .t
2 2 2 2( ( ))‖ ‖ ≤ ‖ ‖ + ‖ ‖ = ≤ (3.12)

Then thanks to Hölder’s inequality, (3.11), the Sobolev-Poincaré inequality and (3.12), we have

M u M u v V x M u M u v V
βγ u u u u v V
βγ C u C u C u u v V
βγC u u u u v V

βγC R u u V
βC R d u u d V

2 Δ d 2 Δ
2 Δ
2 Δ Δ Δ Δ Δ
2 Δ Δ Δ Δ Δ
2 Δ Δ
2 .

t t
γ

t
γ

t
γ γ

t
γ γ γ

t
γ γ γ

1
2

2
2

Ω

2 1
2

2
2

2

1 2
2 1

1 2 2

1 2
2 1

1 2 2
2

1 2
2 1

1 2 2
2 1 2 2

1 2
2 1 2 2

1 2

( ( ) ( )) ( ( ) ( ))

( ) ( )

( ) ( )

( ) ( )

( )

( ) ( )

∫‖∇ ‖ − ‖∇ ‖ ≤ ‖∇ ‖ − ‖∇ ‖ ‖ ‖‖ ‖

≤ ‖∇ ‖ + ‖∇ ‖ ‖∇ − ∇ ‖ ‖ ‖‖ ‖

≤ ‖ ‖ + ‖ ‖ ‖ − ‖ ‖ ‖‖ ‖

≤ ‖ ‖ + ‖ ‖ ‖ − ‖ ‖ ‖‖ ‖

≤ ‖ ‖ − ‖ ‖ ‖ ‖

≤ −

−

−

−

−

−

(3.13)

Next, from Hölder’s inequality and the Sobolev-Poincaré inequality, we obtain

t
M u V M u u u x V

M u u u x V

γβ u u u V
γβC u u C V
γβC R d V

d
d

2 d

2 Δ d

2 Δ
2 Δ Δ
2 .

t

t

γ
t

γ γ
t

γ γ

1
2 2

1
2

Ω

1 1
2

1
2

Ω

1 1
2

1
2 2

1 1
2

2 2
1

2 1
1

2 2

2 2

( ) ( )

( )

( )

∫

∫

‖∇ ‖ ‖∇ ‖ = ′ ‖∇ ‖ ∇ ∇ ‖∇ ‖

= ′ ‖∇ ‖ ‖∇ ‖

≤ ‖∇ ‖ ‖ ‖‖ ‖ ‖∇ ‖

≤ ‖ ‖ ‖ ‖ ‖ ‖

≤

−

− −

(3.14)

Then, by the mean value theorem and the Hölder, Minkowski, and Sobolev inequalities, we have

u u u u V x p ξ u u V x

p u u u u V x

p u u u u V

p u u u u V

p u u u u V
pC u u u u V
pC R d u u d V

2 d 2 d

2 d

2

2

2
2 Δ Δ Δ
4 ,

p p
t

p
t

p
t

p
n t

n p
p

t

n p
p

n p
p

t

p p p
t

p p

Ω

1
1

1 2
1

2

Ω

2
1

1 2

Ω

1 2
1

1 2

1 2
1

1 2

1 2 1
1

1 2

1 1
1

2 1
1

1 2

1
1

2
1

1 2
1

1 2

n
n

n
n

n
n

2
2

2
2

2
2

(∣ ∣ ∣ ∣ ) ∣ ∣ ( )

∣ ∣ ∣ ∣∣ ∣

∥∣ ∣ ∥ ∥ ∥

∥∣ ∣∥

( )

( ) ( )

( ) ( )

( )

( ) ( )

∫ ∫

∫

− = −

≤ + −

≤ + − ‖ ‖

= + ‖ − ‖ ‖ ‖

≤ ‖ ‖ + ‖ ‖ ‖ − ‖ ‖ ‖

≤ ‖ ‖ + ‖ ‖ ‖ − ‖ ‖ ‖

≤ −

− − −

−

−

−

−

−

−

−

−

− −

−

−

−

−

(3.15)
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where

ξ θu θ u θ1 , 0 1,2 1 2( )= + − < <

u C uΔ ,n p1 1 1( )‖ ‖ ≤ ‖ ‖−

u C uΔn p2 1 2( )‖ ‖ ≤ ‖ ‖−

and

u u C u uΔ .1 2 1 2n
n
2

2
( )‖ − ‖ ≤ ‖ − ‖

−

Hence, combining inequalities (3.13)–(3.15), (3.10) becomes

t
ψ v V v v u v V x

βc R pC R d u u d V γβc R d V
βc R pC R d u u γβC R d V
βc R pC R d u u γβC R ψ v

d
d

2 2 d

2 4 2
2 2 2 1
2 2 2 1 ,

t t
r

t t
r

t t

γ
m

γ γ p p
m

γ γ

γ
m

γ γ p p γ γ

γ
m

γ γ p p γ γ

2

Ω

1
1

1 2
1

2

2 1 2 2 1
1 2

2 2

2 2 2 2 1 2
1 2

2 2

2 2 2 2 1 2
1 2

2 2

( ) (∣ ∣ ∣ ∣ )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

∫+ ‖∇ ‖ + −

≤ + − +

≤ + − + +

≤ + − + +

− −

− −

− −

− −

(3.16)

where

ψ v V V M u VΔ .t
2 2

1
2 2( ) ( )= ‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖

Then, integrating (3.16) over t0,[ ] and using the initial conditions V V0 0 0t( ) ( )= = , namely,

ψ v V V M u V0 0 Δ 0 0 0,t
2 2

1
2 2( ( )) ( ) ( ) ( ) ( )= ‖ ‖ + ‖ ‖ + ‖∇ ‖ ‖∇ ‖ =

we obtain

ψ v V τ v v v v V x τ

C R d u u τ C R ψ v τ

C R T d u u C R ψ v τ

2 d 2 d d

d d

sup d ,

t

τ

t

τ
r

τ τ
r

τ τ

t t

t T

t

0

2

0 Ω

1
1

1 2
1

2

1

0

1 2 2

0

1
0

1 2 2

0

( ) (∣ ∣ ∣ ∣ )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

∫ ∫∫

∫ ∫

∫

+ ‖∇ ‖ + −

≤ − +

≤ − +

− −

≤ ≤

where C R βc R pC R2 2γ
m

γ γ p p
1

2 2 2 2 1 2( ) ( )= +
− − and C R γβC R2 1γ γ

2
2 2( ) ( )= + are constants dependent on R. Then

from Gronwall’s inequality, we obtain

ψ v C R Te d u usup .C R T

t T
1

0
1 22( ) ( ) ( )( )

≤ −

≤ ≤

Hence,

d v v d V ψ v C R Te d u usup .C R T

t T
1 2 1

0
1 22( ) ( ) ( ) ( ) ( )( )

− = ≤ ≤ −

≤ ≤

Thus, by the definition of d u v,( ), we obtain

d v v C R Te d u u, , .C R T
1 2 1 1 22( ) ( ) ( )( )

≤

Hence, if

C R Te βc R pC R Te2 2 1,C R T γ
m

γ γ p p γβC R T
1

2 2 2 2 1 2 2 1γ γ
2

2 2
( ) ( )( ) ( )

= + <
− − + (3.17)

and then Φ is a contraction mapping, which can be satisfied by choosing R sufficiently large and T
sufficiently small in (3.7) and (3.17).

By using the Banach fixed point theorem, we prove the local existence result. □
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4 Global existence, asymptotic behavior, and blowup of solutions
at subcritical initial energy level E d0( ) <

4.1 Global existence for the subcritical initial energy E d0( ) <

In this subsection, we consider the global existence of weak solution to problem (1.1)–(1.3). First, we discuss
the invariance of the stable set W , but we omit the proof, which can be found in [32].

Lemma 4.1. (Invariant stable set W ). Let u H0 ∈ and u H Ω1 0
1( )∈ be given functions. Then all solutions of

problem (1.1)–(1.3) with E d0( ) < belong to W, provided u W0 ∈ .

Now, we prove the global existence of a solution to problem (1.1)–(1.3) for E d0( ) < .

Theorem 4.1. (Global existence when E d0( ) < ). Let u H0 ∈ and u H Ω1 0
1( )∈ . Assume that E d0( ) < and

u W0 ∈ . Then the solution to problem (1.1)–(1.3) exists globally.

Proof. Let ω xj j 1{ ( )}
=

∞ be a system of the base functions in H . Construct the approximate solutions to problem
(1.1)–(1.3)

u x t g t ω x m, , 1, 2, ,m
j

m

jm j
1

( ) ( ) ( )∑= = …

=

satisfying

u w u ω β u u ω u w
u u w u u w s m

, Δ , Δ 1 , ,
, , , 1, 2, , ,

mtt s m s m
γ

m s mt s

mt
r

mt s m
p

m s

2

1 1
( ) ( )( ) ( )

(∣ ∣ ) (∣ ∣ )

⟨ ⟩ + + + ‖∇ ‖ ∇ ∇ + ∇ ∇

= − + = ⋯
− −

(4.1)

u x g ω x u x H, 0 0 ,m
j

m

jm j
1

0( ) ( ) ( ) ( )∑= → ∈

=

(4.2)

u x g ω x u x H, 0 0 Ω .mt
j

m

jm j
1

1 0
1( ) ( ) ( ) ( ) ( )∑= ′ → ∈

=

(4.3)

Multiplying (4.1) by g tsm( )′ and summing for s, we have

t
u u β

γ
u

p
u u ud

d
1
2

1
2 2 1

1
1

.mt m H m
γ

m p
p

mt mt r
r2 2 2 2

1
1 2

1
1

⎜ ⎟
⎛

⎝ ( )
⎞

⎠
‖ ‖ + ‖ ‖ +

+

‖∇ ‖ −

+

‖ ‖ = −‖∇ ‖ − ‖ ‖
+

+

+

+

+ (4.4)

Integrating (4.4) over t0,[ ], from (2.3) and (2.4), we can obtain

u J u u u τ E t u u τ E1
2

d d 0 .mt m

t

mτ mτ r
r

m

t

mτ mτ r
r

m
2

0

2
1
1

0

2
1
1( ) ( ) ( ) ( ) ( )∫ ∫‖ ‖ + + ‖∇ ‖ + ‖ ‖ = + ‖∇ ‖ + ‖ ‖ =

+

+

+

+ (4.5)

From (4.2) and (4.3), we derive

E Elim 0 0 .
m

m( ) ( )=

→∞

Hence, combining (4.5) and E d0( ) < , for sufficiently large m, we have

u J u u u τ d1
2

d .mt m

t

mτ mτ r
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0

2
1
1( ) ( )∫‖ ‖ + + ‖∇ ‖ + ‖ ‖ <

+

+ (4.6)
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Further, (2.16) and (4.6) allow us to see that

u
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u
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β u
p

I u

u u τ d
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+
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+

+

+

(4.7)

From u W0 ∈ and (4.2), we can obtain u W0m( ) ∈ for sufficiently large m. By (4.6) and an argument similar
to the proof of Lemma 4.1, we can prove that u t Wm( ) ∈ for t0 ≤ < ∞. Hence, for sufficiently large m, we
know that I u 0m( ) > , which gives

u u β u .m p
p

m H m
γ

1
1 2 2

‖ ‖ ≤ ‖ ‖ + ‖∇ ‖
+

+ + (4.8)

Again using I u 0m( ) > , then (4.7) gives

u
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(4.9)

From inequalities (4.8) and (4.9), we arrive at

u L His bounded in 0, ; ;m ( )∞
∞ (4.10)

u L His bounded in 0, ; Ω ;mt
2

0
1( ( ))∞ (4.11)

u u L L q r
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p

m
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22∣ ∣ ( ( ))∞ =

+
− ∞ (4.13)

Then, integrating (4.1) with respect to t, we see that

u w u w τ β u u ω τ u w u u w τ

u u w τ u w u w t

, Δ , Δ d 1 , d , , d

, d , , , 0 .

mt s

t

m s

t

γ
m s m s

t

mτ
r

mτ s

t

m
p

m s m s m s

0 0

2

0

1

0

1
1 0

( ) ( ) ( )( ) ( ) (∣ ∣ )

(∣ ∣ ) ( ) ( )

∫ ∫ ∫

∫

+ + + ‖∇ ‖ ∇ ∇ + ∇ ∇ +

= + + ∇ ∇ ≤ < ∞

−

−

(4.14)

Therefore, on the one hand, up to a subsequence, from (4.10) to (4.13), we may pass to the limit in (4.14) and
obtain a weak solution u x t,( ) to problem (1.1)–(1.3) with the aforementioned regularity and (4.1). On the
other hand, from (4.2) and (4.3), we obtain u x u H, 0 0( ) = ∈ and u x u H, 0 Ωt 1 0

1( ) ( )= ∈ . □

4.2 Asymptotic behavior for the subcritical initial energy E d0( ) <

In this section, we state the asymptotic behavior of solutions to problem (1.1)–(1.3) emanating from the
initial data satisfying the conditions required by that for the global solutions in Theorem 4.1.

Theorem 4.2. (Asymptotic behavior when E d0( ) < ). Suppose all the assumptions in Theorem 4.1 hold.
Then there exist positive constants K and k such that the global solution of (1.1)–(1.3) satisfies

E t Ke t, 0.kt( ) ≤ ≥
−
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Proof. To prove Theorem 4.2, we consider G t T: 0, �( ) [ ] →
+ defined by

G t E t ε u u u, 1
2

,t
2( ) ( ) ⎛

⎝
( ) ⎞

⎠
≔ + + ‖∇ ‖ (4.15)

for ε 0> so small such that

α E t G t α E t ,1 2( ) ( ) ( )≤ ≤ (4.16)

for two positive constants α1, α 02 > . Moreover, by means of the Lions-Magenes theorem [30], and due to
equation (1.1), we obtain

u u u β u u u u u u u u u, , , , .tt H
γ

t t
r

t
p2 2 1 1 1( ) (∣ ∣ ) (∣ ∣ )( )

⟨ ⟩ + ‖ ‖ + ‖∇ ‖ + ∇ ∇ + =
+ − − (4.17)

Using (4.15), (2.19), and (4.17), we have

G t E t ε u u u u u
u u ε u u u u u

u u ε u u u β u u u u x

, ,
, ,

d .

t tt t

t t r
r

t tt t

t t r
r

t p
p

H
γ

t
r

t

2

2
1
1 2

2
1
1 2

1
1 2 2 1

Ω

1

( ) ( ) ( ( ))

( ( ))

⎛

⎝

⎜⎜
∣ ∣

⎞

⎠

⎟⎟
( )

∫

′ = ′ + ‖ ‖ + ⟨ ⟩ + ∇ ∇

= −‖∇ ‖ − ‖ ‖ + ‖ ‖ + ⟨ ⟩ + ∇ ∇

= −‖∇ ‖ − ‖ ‖ + ‖ ‖ + ‖ ‖ − ‖ ‖ − ‖∇ ‖ −

+

+

+

+

+

+ + −

(4.18)

Next, we will estimate the right-hand side of (4.18). For the term u H
2

‖ ‖ , note that Lemma 4.1 tells I u 0,( ) >

then (2.16) gives

J u t p
p

u t1
2 1

.H
2( ( ))

( )
( )>

−

+

‖ ‖ (4.19)

From (4.19), (2.3), (2.4), and Lemma 2.4, we obtain

u p
p

J t p
p

E t p
p

E2 1
1

2 1
1

2 1
1

0 .H
2 ( )

( )
( )

( )
( )

( )‖ ‖ ≤

+

−

≤

+

−

≤

+

−

(4.20)

For the term u p
p

1
1

‖ ‖
+

+ , using Sobolev’s inequality and (4.20), we have

u C u C p
p

E u ξ u2 1
1

0 ,p
p p

H
p p

H H1
1 1 1 1 2 2

p 1
2

⎜ ⎟
⎛

⎝

( )
( )⎞

⎠
‖ ‖ ≤ ‖ ‖ ≤

+

−

‖ ‖ = ‖ ‖
+

+ + + +

−

(4.21)

where C is the best Sobolev constant for the embedding H L Ωp 1( )↪
+ and

ξ C p
p

E2 1
1

0 .p 1

p 1
2

⎜ ⎟
⎛

⎝

( )
( )⎞

⎠
=

+

−

+

−

Moreover, by E d0( ) < and Lemma 2.3 (the definition of d), we have ξ 1< . Using (4.21) and (2.3), we obtain

u a u a u

ξ a u a u

ξ a u a p E t a p u u β
γ

u

1

1

1 1 1
2 1

,

p
p

p
p

p
p

H p
p

H t H
γ

1
1

1
1

1
1

2
1
1

2 2 2 2 1
⎜ ⎟

( )

( )

( ) ( ) ( )
( ) ⎛

⎝

⎞

⎠

( )

‖ ‖ = − ‖ ‖ + ‖ ‖

≤ − ‖ ‖ + ‖ ‖

= − ‖ ‖ − + +

+

‖ ‖ + ‖ ‖ +

+

‖∇ ‖

+

+

+

+

+

+

+

+

+

(4.22)

where a 0, 1( )∈ . Consequently, substituting (4.22) into (4.18) yields

G t u u ε u ξ a u a p E t

a p u u β
γ

u u β u u u u x

u u ε a p u a p E t a p ξ a u

a p
γ

β u u u u x

1 1

1
2 1

d

1 1
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1 1
2

1 1

1
2 1

1 d .

t t r
r

t H

t H
γ

H
γ

t
r

t
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r
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γ
t

r
t

2
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1 2 2
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2
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+
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+

‖ ‖ − + +

+

+ − − ‖ ‖

+

+

+

− ‖∇ ‖ −

+

+
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+

+

+ −

(4.23)
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Applying Hölder and Young inequalities

XY δ
k

X δ
q

Y X Y δ
k q

for , 0, 0, 1 1 1,
k

k
q

q
≤ + ≥ > + =

−

to estimate u u u xdt
r

tΩ
1∣ ∣∫

− , we take k r
r

1
=

+ and q r 1= + to obtain

u u u x δ u t C δ u td ,t
r

t t r
r

r
r

Ω

1
1 1

1
1 1

1∣ ∣ ( ) ( ) ( )∫ ≤ ‖ ‖ + ‖ ‖
−

+

+

+

+ (4.24)

where

δ r
r

δ C δ
r δ1

, 1
1

.r1 1 1
r

r
1

( )
( )

=

+

=

+
+

+

Hence, from (4.24), (4.23) gives

G t u u ε a p u a p E t a p ξ a u

a p
γ

β u δ u t C δ u t

1 1
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1 1
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1 1

1
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+
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(4.25)

Moreover, from Poincaré inequality u C u C, 0t t‖ ‖ ≤ ‖∇ ‖ > , we conclude that

G t εC a p u δ ε u ε a p ξ a u

εa p E t ε a p
γ

β u εC δ u t

1 1
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1 1 1
2

1 1

1 1
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(4.26)

Note that

ξ
p ξ p

γ
p

0 1
1 2 1

1
1

1
1

1
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,
( )

<

−

− + −

<

+

<

+

+

<

where ξ p γ γ0 1, 2 1 and 0< < > + > . Hence, we can choose a constant

a ξ
p ξ

γ
p
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1 2 1
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1 1 0( )
( )( )

−

− − − ≥ (4.27)

and

a p
γ

1
2 1

1 0.( )

( )

+

+

− < (4.28)

Then from (4.27) and (4.20), inequality (4.26) gives
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(4.29)
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For the term u t r
r

1
1( )‖ ‖

+

+ in (4.29), using the Sobolev embedding inequality and (4.20), we have
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From (4.30), (4.29) gives
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where
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Since C δ r δ1
1
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=

+
+
and ξ 1< , we can choose δ large enough so that λ 0.4 > Once δ is fixed (hence, δ1 is

also fixed), we can pick ε so small such that
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1 01
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From (4.28), we easily have λ 03 < . Consequently noting (4.16), λ λ λ0, 0, 01 2 3< < < , and λ 04 > , (4.31)
becomes
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Then integration of (4.32) (Gronwall inequality) leads to

G t G e0 ,kt( ) ( )≤
−

where k λε p
α p
2 1

1 4
2

( )

( )
=

+

−

. And then from (4.16), we can obtain

E t Ke ,kt( ) ≤
−

where K α E
α

02

1

( )
= . This completes the proof. □
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4.3 Global nonexistence for the subcritical initial energy E d0( ) <

In this subsection, we prove the finite time blowup of solutions to problem (1.1)–(1.3). First, by the same
argument as Lemma 4.1, we can obtain the following invariance of the unstable setV with respect to time,
but we omit the proof (see [32] for details).

Lemma 4.2. (Invariant unstable set V ). Let u H0 ∈ , u H Ω1 0
1( )∈ be given functions. Then all solutions to

problem (1.1)–(1.3) with E d0( ) < belong to V, provided u V0 ∈ .

Now, we give some relations of the depth of the potential well d and norm u H
2

‖ ‖ , which can be easily
derived from Lemma 4.2.

Corollary 4.1. If u V∈ , then

d p
p

u1
2 1

.H
2

( )
<

−

+

‖ ‖ (4.33)

Proof. The condition u V∈ implies I u 0( ) < . By the definition of I u( ), i.e., (2.5), we have

u β u u .H
γ

p
p2 2 2

1
1

‖ ‖ + ‖∇ ‖ < ‖ ‖
+

+

+

Noting β 0≥ and the definition of the best embedding constant, i.e., (2.13), we obtain

u u C u ,H p
p p

H
p2

1
1 1 1

‖ ‖ < ‖ ‖ ≤ ‖ ‖
+

+ + +

i.e.,

u
C

1 .H p
2

1
p

2
1

⎛
⎝

⎞
⎠

‖ ‖ >
+

−

By the expression of potential well depth, i.e., (2.12), we obtain (4.33). □

Theorem 4.3. (Global nonexistence when E d0( ) < ). Let u H0 ∈ and u x H Ω1 0
1( ) ( )∈ . Assume that E d0( ) <

and u V0 ∈ . Then, the solution to problems (1.1)–(1.3) blows up in finite time.

Proof. As we need different strategies for the cases r 1> and r 1= , the proof will consider the following two
distinct situations.

Case I: r 1> . Let u t( ) be any solution to problem (1.1)–(1.3) with E d0( ) < and I u 00( ) < . Let T be the
maximum existence time of u t( ), we aim to prove T < ∞. Arguing by contradiction, we suppose that
T = +∞. Then for any T 00 > , we define the following functions:

θ t u 2( ) ≔ ‖ ‖

and

φ t u t T, 0, .p
p

1
1

0( ) [ ]≔ ‖ ‖ ∈
+

+

Then

θ t u u2 , .t( ) ( )′ = (4.34)

Testing equation (1.1) by u, we can reach that

θ t u u u u u β u u u u u u u2 2 , 2 2 2 2 2 , 2 , .t tt t H
γ

p
p

t t
r

t
2 2 2 2 2

1
1 1( ) ( ) (∣ ∣ )″ = ‖ ‖ + ⟨ ⟩ = ‖ ‖ − ‖ ‖ − ‖∇ ‖ + ‖ ‖ − ∇ ∇ −

+

+

+ − (4.35)

Next, we estimate the last two terms of (4.35). By Lemma 4.2, we obtain

u C u C u Cφ t .H p
p2 2

1
1 ( )‖ ‖ ≤ ‖ ‖ < ‖ ‖ =

+

+ (4.36)

Again using Hölder’s inequality, interpolation inequality, and (4.36), we have
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Using Hölder and Young inequalities,
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where

η Cδ
r

η r
r

δ
1

and
1

.
r

1

1

2
r
r

1( )

=

+

=

+

+
− +

We set k q 2= = , then
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From (2.5), (4.38), and (4.39), (4.35) becomes
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By Lemma 2.4, (2.3), and (2.5), we obtain
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where the constant σ γ2 1 0( )> + > will be chosen later. Substituting (4.41) into (4.40), we have
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(4.42)

Global well-posedness analysis for the nonlinear extensible beam equations  453



We now estimate the right-hand side of (4.42). From Lemma 4.2, we obtain

u u β u u φ t .H
γ

p
p2 2 2 2

1
1 ( )‖∇ ‖ < ‖ ‖ + ‖∇ ‖ < ‖ ‖ =

+

+

+ (4.43)

Then by (4.43) and (4.42), we have
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σ
γ
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(4.44)

As E d0( ) < , choose the constant σ so that

p σ ρ ρ p d
p d p E

γ1 , max 2 1
1 1 0

, 2 1 ,⎧

⎨
⎩

( )

( ) ( ) ( )
( )

⎫

⎬
⎭

+ > > =

+

+ − −

+ (4.45)

which guarantees σ γ2 1( )> + , then

σ
γ

β u
2 2

1 0.γ2 2
⎜ ⎟
⎛

⎝

⎞

⎠+

− ‖∇ ‖ ≥
+ (4.46)

Combining (4.44) and (4.46), we obtain
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By Corollary 4.1 and (4.45), we have
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−
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Then, from (4.48) and (4.47), we arrive at
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Due to

η Cδ
r

η δ
1

,
2

r

1

1

3

2
=

+

=

+

and σ p 1< + , we can choose δ small enough such that

σ
p

η η1
1

0.1 3−

+

− − >

Therefore, by (4.43) and Corollary 4.1, (4.49) becomes
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Integrating (4.50) over the time interval t0,[ ] gives

θ t η u η u τ d p
p

σ
p

η η t θ2 2 d 4 1
1

1
1

0 .
t
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r

τ

0
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Note that (2.20) gives

u u τ E E t Cd 0 .
t

τ r
r

τ

0

1
1 2( ) ( ) ( )∫ ‖ ‖ + ‖∇ ‖ = − <

+

+ (4.52)
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Then by (4.52), (4.51) becomes

θ t ηt θ c C0 ,η( ) ( )′ > + ′ − (4.53)

where

η d p
p

σ
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η η c η η4 1
1

1
1

and max 2 , 2 .η1 3 2 4⎜ ⎟
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{ }=

+

−

−
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Integrating (4.53) over the time interval t0,[ ],

θ t η t θ c C t θ t
2

0 0 , 0.η
2( ) ( ( ) ) ( )> + ′ − + > (4.54)

Thus, the norm θ t( ) has the quadratic growth as t → ∞.
On the other side, we estimate u t 2( )‖ ‖ . By the regularity of u t( ) in L Ω2( ) and the Schwarz inequality, we

have

u t x u u τ τ x
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(4.55)

To estimate u τ xd d
t

τΩ 0
2∣ ∣∫ ∫ , we again use the Hölder inequality for the integral with respect to t . Exploiting

the inequality u C u r 1r 1( )‖ ‖ ≤ ‖ ‖ >+ , we have
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(4.56)

From (4.56) and (4.55), we obtain
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From (4.52) and (4.57), we have

θ t u C t d2 2 ,0
2 2 r

r r
2

1
2

1( ) ≤ ‖ ‖ + + + (4.58)

where 2r
r

2
1 <

+

, which tells that (4.58) contradicts (4.54). Hence, the solution does not exist over the whole
interval 0,[ )∞ . This completes the proof of Case I.

Case II: r 1= . Let u t( ) be any weak solution to problem (1.1)–(1.3) with E d0( ) < and I u 00( ) < . Now,
we prove the solution to problem (1.1)–(1.3) blows up in finite time. Arguing by contradiction, we suppose
that the solution u x t,( ) is global. Then, for any T 00 > , we may consider F T: 0, 0 �[ ] →

+ defined by

F t u u x τ τ T t u, d .
t

H H
2

0

2 0 0 2
0
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0
1( ) ( ) ( )∫≔ ‖ ‖ + ‖ ‖ + − ‖ ‖ (4.59)

It is clear that F t 0( ) > for all t T0, 0[ ]∈ . As F t( ) is continuous on T0, 0[ ], there exists a ρ 0> (independent of
the choice of T0) such that

F t ρ t T, 0, .0( ) [ ]≥ ∈ (4.60)

Hence, we have
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and
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From (4.61), we have

F t u u u u u u u u τ u u u u τ4 , 2 , , , d 4 , , d .t t

t

τ τ

t

τ τ
2 2

0 0

2

( ( ))
⎛

⎝

⎜⎜
( ) ( ) (( ) ( ))

⎞

⎠

⎟⎟

⎛

⎝

⎜⎜
(( ) ( ))

⎞

⎠

⎟⎟
∫ ∫′ = + + ∇ ∇ + + ∇ ∇ (4.63)

Using the Schwarz inequality, we estimate each term in (4.63) as follows
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Then, (4.63) becomes
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(4.64)
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By (4.62) and (4.64), we obtain
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Note that
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Hence, we obtain
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Now, we set

ϕ t p u p E1 2 1 0 .H
2( ) ( ) ( ) ( )= − ‖ ‖ − + (4.67)

Moreover, by Lemma 4.2 and Corollary 4.1, we conclude that there exists σ 01 > (independent of T0) such
that

ϕ t p u p d p d p E σ1 2 1 2 1 2 1 0 0,H
2
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hence,
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Let y t F t
p 1
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, then

y t p ρσ y t t T1
4

, 0, ,1 0
p
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6
2( ) ( ) [ ]″ ≤ −

−

∈

+

−

which tells that

y tlim 0.
t T

( ) =

→ ∗

This proves that y t( ) reaches 0 at finite time, say as t T→ ∗. SinceT∗ is independent of the initial choiceT0, we
may assume that T T0<∗ . In other words, F tlimt T ( ) = +∞→ ∗

. This completes the proof of Case II. □
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5 Global existence, asymptotic behavior, and blowup of solutions
at critical initial energy level E d0( ) =

5.1 Global existence for the critical initial energy level E d0( ) =

This subsection proves the global existence of weak solution to problem (1.1)–(1.3) for the critical initial
energy level E d0( ) = . Due to the strong connection with the subcritical initial energy case, we do not need
to rebuild the whole proof of the global existence conclusion for the critical initial energy, and we only need
to find a path from the subcritical case to the critical case. So, roughly speaking, the following proof is to
find a sequence of initial data from the subcritical energy range to approach the critical situation.

Theorem 5.1. (Global existence when E d0( ) = ). Let u H0 ∈ and u H Ω1 0
1( )∈ be given functions. Assume that

E d0( ) = and u W .0 ∈ Then the solution to problem (1.1)–(1.3) exists globally.

Proof. Let λ 1m m
1

= − , u λ u u λ u, ,m m m m0 0 1 1= = m 2, 3,= ⋯ . Consider problems (1.1) and (1.3) corre-
sponding to the initial conditions:

u x u x u x u x, 0 , , 0 .m t m0 1( ) ( ) ( ) ( )= = (5.1)

As u W0 ∈ , i.e., u 00 = or u 00 ≠ , we consider the following two cases.
Case I. u 0.0 = Then J u 00( ) = , which can be included in the subcritical initial energy case.
Case II. u 0.0 ≠ Then I u 00( ) > , from (iv) of Lemma 2.2, we obtain λ λ u 10( )= >

∗ ∗ . Thus, we have

λ1 1m
1

− < <
∗. Again from (iv) of Lemma 2.2, we obtain I u 0m0( ) > . Moreover, by λ1 1m

1
− < <

∗ and (iii)
of Lemma 2.2, we have J u J um0 0( ) ( )< .

Hence, for the aforementioned two cases, we have
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u J u E d
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2
1
2
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1
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1
2

0

2
1

2
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1
2

0

( ) ( )

( )

( )

( ) ( )

= ‖ ‖ +

≤ ‖ ‖ +

= ‖ ‖ +

< ‖ ‖ + = =

Therefore, it follows from Theorem 4.1 that for sufficiently large m problem (1.1), (5.1) and (1.3) admits a global
weak solutionu t C H u L H L L0, , , 0, , Ω 0, , Ωm mt

r r2
0
1 1 1( ) ([ ) ) ([ ) ( )) ([ ) ( ))∈ ∞ ∈ ∞ ∩ ∞

+ + andu Wm ∈ for t0 ≤ ≤

∞. Similar as the proof of Theorem 4.1, we have (4.1) and (4.2). Moreover we have u x u, 0mt 1( ) → and
u x u, 0m 0( ) → . Therefore, u x t,( ) is the global weak solution to problem (1.1)–(1.3). Hence, we complete
this theorem. □

5.2 Asymptotic behavior for the critical initial energy level E d0( ) =

This subsection shows the asymptotic behavior of the global solution to problem (1.1)–(1.3) for the critical
initial energy level E d0( ) = . First, we show the following lemma, which helps connect the subcritical case
with the critical case by decaying the subcritical initial energy to the lower level, which may pass the critical
level but only for the nonsteady state solution.

Lemma 5.1. Let u H0 ∈ and u H Ω1 0
1( )∈ be given functions. Assume that u t( ) is the global solution (but not

steady-state solution) to problem (1.1)–(1.3) and Tmax is the existence time of u t( ). Then there exists a
t T0,0 max( )∈ such that
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u u τd 0.
t

τ τ k
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1
1
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( )∫ ‖∇ ‖ + ‖ ‖ >
+

+ (5.2)

Proof. Let u t( ) be any solution (but not steady-state solution) to problem (1.1)–(1.3), and Tmax be the
existence time of u t( ). We prove that there exists a t T0,0 max( )∈ such that (5.2) holds. Arguing by contra-
diction, we suppose that for any t T0,0 max[ )∈ ,

u u τd 0,
t

τ τ k
k

0

2
1
1

0

( )∫ ‖∇ ‖ + ‖ ‖ ≡
+

+

which gives u u 0t t k
k2

1
1

‖∇ ‖ + ‖ ‖ =
+

+ for t T0 max≤ < . Hence, we have

u
t

u
t

x t Td
d

d
d

0, Ω, 0, ,0 max( )=

∇

= ∈ ∈

which gives u t u u t u,0 0( ) ( )≡ ∇ = ∇ , i.e., u t( ) is a steady-state solution of problem (1.1)–(1.3). □

Next, we prove the asymptotic behavior for the case E d0( ) = by Theorems 4.1, 5.1, and Lemma 5.1.

Theorem 5.2. (Asymptotic behavior when E d0( ) = ). Under the assumptions of Theorem 5.1, for the global
solution (but not steady-state solution) to problem (1.1)–(1.3), we have

E t Ce t, 0kt( ) ≤ ≤ < ∞
− (5.3)

for some positive constants C and k.

Proof. First, Theorem 5.1 gives the existence of the global solution u t( ) to problem (1.1)–(1.3) for the case
E d0( ) = . Furthermore, from Lemma 5.1, it follows that there exists a t T0,0 max( )∈ such that

u u τd 0.
t

τ τ k
k

0

2
1
1

0

( )∫ ‖∇ ‖ + ‖ ‖ >
+

+

Hence, from (2.20), it follows that

E t E u u τ d u u τ d0 d d .
t

τ τ k
k

t

τ τ k
k

0

0

2
1
1

0

2
1
1

0 0

( ) ( ) ( ) ( )∫ ∫= − ‖∇ ‖ + ‖ ‖ = − ‖∇ ‖ + ‖ ‖ <
+

+

+

+

From Theorem 5.1, we have u t W0( ) ∈ . Thus, Theorem 4.2 directly gives

E t Ke Ke e t, 0 ,k t t kt kt0 0( ) ( )
≤ = ≤ < ∞

− − −

then

E t Ce ,kt( ) ≤
−

where C Kekt0= . □

5.3 Global nonexistence for the critical initial energy level E d0( ) =

In this section, to prove the finite time blowup result for the case E d0( ) = , we give the invariance of the
unstable set V under the flow of problem (1.1)–(1.3) first. Regarding the finite time blowup for the critical
initial energy case, it seems impossible to approach from the inside of the potential well, so we need to
retrieve the corresponding invariant method by decaying the energy.
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Lemma 5.2. Let u H0 ∈ and u H Ω1 0
1( )∈ be given functions. Then all solutions to problem (1.1)–(1.3) with

E d0( ) = belong to V, provided u V0 ∈ .

Proof. Let u be any weak solution to problem (1.1)–(1.3) with E d0( ) = , u V0 ∈ and T be the maximum
existence time of u. We prove that u v V,( ) ∈ for t T0 < < . Arguing by contradiction, we suppose that there
exists a first time t T0,0 ( )∈ such that I u t 00( ( )) = and I u 0( ) < for t t0 0≤ < . By the definition of d, we
obtain J u t d0( ( )) ≥ . Recalling (2.20), (2.3), and (2.4), we have

u J u u u τ E t u u τ E d1
2

d d 0 .t

t

τ τ r
r

t

τ τ r
r2

0

2
1
1

0

2
1
1( ) ( ) ( ) ( ) ( )∫ ∫‖ ‖ + + ‖∇ ‖ + ‖ ‖ = + ‖∇ ‖ + ‖ ‖ = =

+

+

+

+

Therefore, we obtain

u t u u τ2 d 0,t

t

τ τ r
r

0
2

0

2
1
1

0

( ) ( )∫‖ ‖ + ‖∇ ‖ + ‖ ‖ =
+

+

which implies 0u
t

d
d = for x Ω∈ , t t0 0≤ ≤ and u x t u x, 0( ) ( )= . Hence, we have I u t I u 00 0( ( )) ( )= > , which

contradicts I u t 00( ( )) = . Hence, we complete this lemma. □

Next, we display the finite time blowup result at the critical initial energy level E d0( ) = .

Theorem 5.3. (Global nonexistence when E d0( ) = ). Let u H0 ∈ and u H Ω1 0
1( )∈ be given functions. Assume

that E d0( ) = and u V0 ∈ . Then the solution to problem (1.1)–(1.3) blows up in finite time.

Proof. First, Theorem 3.1 gives the existence and uniqueness of the local solution u. We prove that if u is not
a steady-state solution to problem (1.1)–(1.3), which can be excluded by the aforementioned arguments,
thenTmax < ∞, whereTmax is the maximum existence time of u. In fact, from Lemma 5.1, it follows that there
exists a t T0,0 max( )∈ such that

u u τd 0.
t

τ τ r
r

0

2
1
1

0

( )∫ ‖∇ ‖ + ‖ ‖ >
+

+

From (2.20) and E d0( ) = , we obtain

E t d u u τ dd .
t

τ τ r
r

0

0

2
1
1

0

( ) ( )∫= − ‖∇ ‖ + ‖ ‖ <
+

+

In addition, from Lemma 5.2, it follows u t V0( ) ∈ . So from Theorem 4.3, it follows that the maximum
existence time of u t( ) is finite. Hence, we complete this theorem. □

6 Global nonexistence of solutions for the high arbitrarily initial
energy E 0 0( ) > when r 1=

In the following, we show the global nonexistence of solution to problem (1.1)–(1.3) with strong and linear
weak damping (r 1= ) at the arbitrarily high initial energy level E 0 0( ) > .

First, we present the following two lemmas to prove the global nonexistence stated in Theorem 6.1.

Lemma 6.1. (Increasing map). Let u H0 ∈ , u H rΩ , 11 0
1( )∈ = and u be the solution to problem (1.1)–(1.3).

Then the function

B t u u u u2 , t
2 2( ) ( )≔ ‖∇ ‖ + ‖ ‖ +

is strictly increasing as long as I t u 0t
2( ) − ‖ ‖ < .
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Proof. Noting

B t u u u u u u u2 , 2 , 2 , 2 .t t tt t
2( ) ( ) ( )′ = ∇ ∇ + + ⟨ ⟩ + ‖ ‖

Testing equation (1.1) by u, we obtain

u u u u u u u M u u u, , , Δ ,tt t t p
p2 2 2

1
1( ) ( ) ( )⟨ ⟩ + ∇ ∇ + = −‖ ‖ − ‖∇ ‖ ‖∇ ‖ + ‖ ‖

+

+ (6.1)

then

B t u u M u u u u I t2 2 Δ 2 2 .t p
p

t
2 2 2 2

1
1 2( ) ( ( ) ) ( )′ = ‖ ‖ − ‖ ‖ + ‖∇ ‖ ‖∇ ‖ − ‖ ‖ = ‖ ‖ −

+

+

Hence, by I t ut
2( ) < ‖ ‖ , we have B t 0( )′ > . Therefore, we can obtain that the function B t u 2( ) = ‖∇ ‖ +

u u u2 , t
2 ( )‖ ‖ + is strictly increasing. □

Lemma 6.2. (Invariant sign of I t ut
2( ) − ‖ ‖ ). Let u H0 ∈ , u H Ω1 0

1( )∈ and r 1= hold. Assume that the initial
data satisfy

u u u u p
p c

E2 , 4 1
1 ˜

0 ,0
2

0
2

0 1( )
( )

( )
( )‖∇ ‖ + ‖ ‖ + >

+

−

(6.2)

where c C˜ min 1, 0{ }= > and C is the optimal Sobolev constant from H into H Ω0
1( ). Then all solutions to

problem (1.1)–(1.3) with E 0 0( ) > satisfy I t u 0t
2( ) − ‖ ‖ < , provided I u0 01

2( ) − ‖ ‖ < for all t T0, max( )∈ , where
Tmax is the maximum existence time.

Proof. We prove I t u 0t
2( ) − ‖ ‖ < for all t T0, max( )∈ , where Tmax is the maximum existence time of u.

Arguing by contradiction, by the continuity of I t ut
2( ) − ‖ ‖ in t, we suppose that t T0,0 max( )∈ is the first

time such that

I t u t 0t0 0
2( ) ( )− ‖ ‖ = (6.3)

and

I t u t t0, 0, .t
2

0( ) [ )− ‖ ‖ < ∈

From Lemma 6.1, we obtain that function u u u u2 , t
2 2 ( )‖∇ ‖ + ‖ ‖ + is strictly increasing on the interval t0, 0[ ),

which together with (6.2) gives

u u u u u u u u p
p c

E t t2 , 2 , 4 1
1 ˜

0 , 0, .t
2 2

0
2

0
2

0 1 0( ) ( )
( )

( )
( ) [ )‖∇ ‖ + ‖ ‖ + > ‖∇ ‖ + ‖ ‖ + >

+

−

∈

Moreover, from the continuity of u t( ) and u tt( ) in t, we can obtain

u t u t u t u t p
p c

E2 , 4 1
1 ˜

0 .t0
2

0
2

0 0( ) ( ) ( ( ) ( ))
( )

( )
( )‖∇ ‖ + ‖ ‖ + >

+

−

(6.4)

On the other hand, by (2.19), (2.6), and (6.3), we can obtain

E E t u u τ

u t p
p

u t
p

I t

p γ
γ p

β u t u u τ

u t p
p

u t
p

I t

p
p

u t p
p

u t

p
p

u t u t

0 d

1
2

1
2 1

1
1

2 1
2 1 1

d

1
2

1
2 1

1
1

3
2 1

1
2 1

1
2 1

.

t

τ τ

t H

γ

t

τ τ

t H

t H

t H

0

0

2 2

0
2

0
2

0

0
2 2

0

2 2

0
2

0
2

0

0
2

0
2

0
2

0
2

0

0

( ) ( ) ( )

( )
( )

( ) ( )

( )( )
( ) ( )

( )
( )

( ) ( )

( )
( )

( )
( )

( )
( ( ) ( ) )

∫

∫

= + ‖∇ ‖ + ‖ ‖

= ‖ ‖ +

−

+

‖ ‖ +

+

+

− −

+ +

‖∇ ‖ + ‖∇ ‖ + ‖ ‖

≥ ‖ ‖ +

−

+

‖ ‖ +

+

≥

+

+

‖ ‖ +

−

+

‖ ‖

≥

−

+

‖ ‖ + ‖ ‖

+

(6.5)
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Using Sobolev, Young, and Cauchy-Schwarz inequalities, we have

u t u t u t C u t u t
c u t u t u t
c u t u t u t

c u t u t u t u t

c u t u t u t u t

˜
˜
2

2

˜
2

2

˜
2

2 , .

t H t

t

t

t

t

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0 0 0
2

0
2

0 0 0
2

0
2

( ) ( ) ( ) ( ( ) ( ) )

( ( ) ( ) ( ) )

( ( ) ( ) ( ) )

( ( ) ( ) ( ) ( ) )

( ( ( ) ( )) ( ) ( ) )

‖ ‖ + ‖ ‖ ≥ ‖ ‖ + ‖∇ ‖ + ‖ ‖

≥ ‖ ‖ + ‖∇ ‖ + ‖ ‖

≥ ‖ ‖ + ‖∇ ‖ + ‖ ‖

≥ ‖ ‖‖ ‖ + ‖∇ ‖ + ‖ ‖

≥ + ‖∇ ‖ + ‖ ‖

(6.6)

Then by (6.5) and (6.6), we obtain

E p c
p

u t u t u t u t0 1 ˜
4 1

2 , ,t0 0 0
2

0
2( )

( )

( )
( ( ( ) ( )) ( ) ( ) )>

−

+

+ ‖∇ ‖ + ‖ ‖ (6.7)

which contradicts (6.4). Hence, this lemma is proved. □

Next, we show the blowup result with arbitrarily positive initial energy E 0 0( ) > .

Theorem 6.1. (Global nonexistence when E 0 0( ) > and r 1= ). Let u H0 ∈ and u H Ω1 0
1( )∈ hold. Assume that

E 0 0( ) > , I u u 00 1
2( ) − ‖ ‖ < and (6.2) hold. Then the solution to problem (1.1)–(1.3) with r 1= blows up in

finite time.

Proof. Suppose by contradiction that the solution u x t,( ) is global. Then for any T 00 > , we define the
auxiliary function F t( ) as (4.59) mentioned earlier, then we have (4.60)–(4.64). By (4.62) and (4.64), we
obtain

F t F t α F t F t F t α u u τ τ F t ξ t3
4

3 d ,t

t

τ H
2 2

0

2
20

1( ) ( ) ( ( )) ( )
⎛

⎝

⎜
⎜

( ) ( )
⎛

⎝

⎜⎜
( )

⎞

⎠

⎟⎟

⎞

⎠

⎟
⎟

( ) ( )∫″ −

+

′ ≥ ″ − + ‖ ‖ + ‖ ‖ =

where

ξ t u I u α u u τ τ2 2 3 d ,t t

t

τ H2
2 2

0

2
0
1( ) ( ) ( )

⎛

⎝

⎜⎜
( )

⎞

⎠

⎟⎟
∫≔ ‖ ‖ − − + ‖ ‖ + ‖ ‖ (6.8)

and the constant α 0> will be chosen later. To proceed the estimation of function ξ t2( ), we first observe
from (2.6) that

I u p u p u p γ
γ

β u p u τ τ p E2 1 1 2 1
1

2 1 d 2 1 0 .t H
γ

t

τ H
2 2 2 2

0

2
0
1( ) ( ) ( ) ( ) ( ) ( ) ( )∫− = + ‖ ‖ + − ‖ ‖ +

− −

+

‖∇ ‖ + + ‖ ‖ − +
+ (6.9)

Substituting (6.9) into ξ t2( ), we obtain

ξ t p α u p u p γ
γ

β u p α u τ τ

p E

1 2 1
1

2 1 d

2 1 0 .

t H
γ

t

τ H2
2 2 2 2

0

2
0
1( ) ( ) ( ) ( ) ( )

( ) ( )

∫= − ‖ ‖ + − ‖ ‖ +

− −

+

‖∇ ‖ + − − ‖ ‖

− +

+

(6.10)

Set α p 1
2=
+ , since p 1> , then we have p α 1.> > Thus, (6.10) becomes

ξ t p u p u p E p γ
γ

β u p u τ τ1
2

1 2 1 0 2 1
1

3
2

1 d ,t H
γ

t

τ H2
2 2 2 2

0

2
0
1( ) ( ) ( ) ( ) ( ) ( )∫=

−

‖ ‖ + − ‖ ‖ − + +

− −

+

‖∇ ‖ + − ‖ ‖
+
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which together with p γ2 1 1> + > and the Cauchy-Schwarz inequality gives

ξ t p u p u p E

p u C u u p E

p u C u u p E

p c u u u p E

p c u u u u p E

1
2

1 2 1 0

1
2

2 2 1 0

1
2

2 2 1 0

1 ˜
2

2 2 1 0

1 ˜
2

2 , 2 1 0 .

t H

t

t

t

t

2
2 2

2 2 2

2 2 2

2 2 2

2 2

( ) ( ) ( ) ( )

( ( )) ( ) ( )

( ( )) ( ) ( )

( )
( ) ( ) ( )

( )
( ( ) ) ( ) ( )

≥

−

‖ ‖ + − ‖ ‖ − +

≥

−

‖ ‖ + ‖∇ ‖ + ‖ ‖ − +

≥

−

‖ ‖ + ‖∇ ‖ + ‖ ‖ − +

≥

−

‖ ‖ + ‖∇ ‖ + ‖ ‖ − +

≥

−

+ ‖∇ ‖ + ‖ ‖ − +

Then by Lemmas 6.2, 6.1 and (6.2), we have

ξ t p c u u u u p E

p c u u u u p E

1 ˜
2

2 , 2 1 0

1 ˜
2

2 , 2 1 0 0,

t2
2 2

0 1 0
2

0
2

( )
( )

( ( ) ) ( ) ( )

( )
( ( ) ) ( ) ( )

≥

−

+ ‖∇ ‖ + ‖ ‖ − +

≥

−

+ ‖∇ ‖ + ‖ ‖ − + >

which means there exists a constant σ 02 > such that

ξ t σ 0.2 2( ) ≥ >

Hence,

F t F t p F t ρσ t T3
8

0, 0, .2
2 0( ) ( ) ( ) [ ]″ −

+

′ ≥ > ∈

Letting y t F t
p 1

8( ) ( )≔
−

−

, then

y t p ρσ y t t T1
8

, 0, ,2 0
p
p

13
3( ) ( ) [ ]″ ≤ −

−

∈

+

−

which tells

y tlim 0.
t T

( ) =

→ ∗

It proves that y t( ) reaches 0 in finite time, say as t T→ ∗. SinceT∗ is independent of the initial choice ofT0, we
may assume that T T0<∗ . In other words, F tlimt T ( ) = +∞→ ∗

. □

Remark 6.1. Here, we give an example to show that the set of the initial data satisfying the following
condition (Theorem 6.1):
(i) E 0 0( ) > ;
(ii) I u0 01

2( ) − ‖ ‖ < ;

(iii) u u u u E2 , 0p
p c0

2
0

2
0 1

4 1
1 ˜( ) ( )

( )

( )
‖∇ ‖ + ‖ ‖ + >

+

−

,

is not empty.
For the initial data u H0 ∈ and u H Ω1 0

1( )∈ , we let

u λϕ ϕ H,0 = ∈

and

u μφ φ H, Ω ,1 0
1( )= ∈

where λ and μ are positive constants satisfying certain conditions to be stated later.
Taking any ϕ H∈ and φ H Ω0

1( )∈ such that ϕ φ, 0( ) > and letting u u λμ ϕ φ, , 00 1( ) ( )= > for any con-
stants λ 0> and μ 0> , we show that we can choose suitably positive constants λ and μ such that u0 and u1

conform the conditions (i)–(iii).
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Note that λ λ λγ p2 2 2 1
< <

+ + for λ 1> , hence, we can choose λ large enough such that

J λ ϕ β
γ

λ ϕ
p

λ ϕ0 1
2 2 2

1
1

0H
γ γ p

p
p2 2 2 2 2 2 1

1
1( ) = ‖ ‖ +

+

‖∇ ‖ −

+

‖ ‖ <
+ + +

+

+ (6.11)

and

I λ ϕ βλ ϕ λ ϕ0 0.H
γ γ p

p
p2 2 2 2 2 2 1

1
1( ) = ‖ ‖ + ‖∇ ‖ − ‖ ‖ <

+ + +

+

+ (6.12)

Once λ is fixed, then by (6.11), we can choose constant μ 0> such that

J μ φ p c
p

λ ϕ λ ϕ J0 0 1
2

1 ˜
4 1

0 .2 2 2 2 2 2( )
( )

( )
( ) ( )< − < ‖ ‖ <

−

+

‖∇ ‖ + ‖ ‖ − (6.13)

For condition (i), from (6.13), we see that

E μ φ J0 1
2

0 0.2 2( ) ( )= ‖ ‖ + >

For condition (ii), from (6.12), for the aforementioned μ, we have

I μ φ0 0 ,2 2( ) < < ‖ ‖

which tells that I u0 01
2( ) − ‖ ‖ < .

For condition (iii), from (6.13), we obtain

λ ϕ λ ϕ p
p c

μ φ J p
p c

E4 1
1 ˜

1
2

0 4 1
1 ˜

0 .2 2 2 2 2 2( )

( )
⎛
⎝

( )⎞
⎠

( )

( )
( )‖∇ ‖ + ‖ ‖ >

+

−

‖ ‖ + =

+

−

(6.14)

Then, from (6.14) and λμ ϕ φ, 0( ) > , we have

u u u u λ ϕ λ ϕ λμ ϕ φ λ ϕ λ ϕ p
p c

E2 , 2 , 4 1
1 ˜

0 .0
2

0
2

0 1
2 2 2 2 2 2 2 2( ) ( )

( )

( )
( )‖∇ ‖ + ‖ ‖ + = ‖∇ ‖ + ‖ ‖ + > ‖∇ ‖ + ‖ ‖ >

+

−

So this example shows one of such initial data satisfying the conditions required in Theorem 6.1, which
makes the solution blow up.

Open problems. For the high energy case, i.e., E 0 0( ) > , we only established global nonexistence for
the linear damping case, and hence, the problem with nonlinear damping term like u ut

r
t

1∣ ∣ − , r 1> is still
open. Moreover, global existence and asymptotic behavior of solution for the high initial energy level are
also open problems.
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Appendix

In this section, by following the ideas in [42], we prove that there exists an extremal of the variational
problem (2.9), which was used to prove Lemma 2.3.

Proof. Let un{ } be a minimizing sequence, then

u H u I u J u d, 0, 0, lim .n n H n
n

n( ) ( )∈ ‖ ‖ ≠ = =

→∞

The space H , the norm H‖⋅‖ , and the functionals J , I are defined in (2.1), (2.2), (2.4), and (2.5), respectively.
From (2.17), we obtain that un{ } is bounded in H . Therefore, there exists a subsequence that converges
strongly in L Ωp 1( )+ , where p satisfies (1.5). We still use the notation un{ } to represent the subsequence and
denote its limit function by w. Hence, we have

u wlim 0,
n

n p 1‖ − ‖ =

→∞

+

and

w u ulim lim .H
n

n H
n

n H‖ ‖ ≥ ‖ ‖ = ‖ ‖

→∞ →∞

From (2.14) and (2.15), we know that

w u
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2
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Therefore, w 0p 1‖ ‖ ≠+ .
If w ulimH n n H‖ ‖ = ‖ ‖→∞ , then I w 0( ) = and J w d( ) = , and we obtain the existence of the extremal

of (2.9).
If w ulimH n n H‖ ‖ < ‖ ‖→∞ , then I w 0( ) < and J w d( ) < , and we will prove this case is not true. By (iv) of

Lemma 2.2, for sufficient small λ, we have I λu 0( ) > for any u H u, 0∈ ≠ , and then there exists a λ0 ¯ 1< <

such that I λw¯ 0( ) = . For this choice of λ̄, we obtain

J λw λ w βλ
γ

w F λw x

λ u βλ
γ

w F λw x

λ u βλ
γ

w F λw x d J u

d λ
γ

λ β w F w F λw λ wf w x

¯ ¯
2

¯
2 2

¯ d

¯
2

lim
¯

2 2
¯ d

¯
2

lim
¯

2 2
¯ d lim

1 ¯
2 2

¯ 1
2

¯ 1
2

1 ¯ d ,

H

γ
γ

n
n H

γ
γ

n
n H

γ
γ

n
n

γ
γ

2
2

2 2
2 2

Ω
2

2
2 2

2 2

Ω
2

2
2 2

2 2

Ω
2 2 2

2 2

Ω

2
⎜ ⎟

( ) ( )

( )

( ) ( )

⎛

⎝

⎞

⎠

⎛
⎝

( ) ( ) ( ) ( )⎞
⎠

∫

∫

∫

∫

= ‖ ‖ +

+

‖∇ ‖ −

< ‖ ‖ +

+

‖∇ ‖ −

= ‖ ‖ +

+

‖∇ ‖ − + −

< −

−

+

+

−

‖∇ ‖ + − − −

+

+

→∞

+

+

→∞

+

+

→∞

+

+

where f w w wp 1( ) ∣ ∣=
− , F w f s sd

w

0
( ) ( )∫= , β and γ satisfy (1.4) and (1.5). Let
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For λ 1= , we obtain

Q 1 0.( ) =

For λ 0= , we have
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From I w 0( ) < , we know that

β w w ,γ
p
p2 2

1
1

‖∇ ‖ < ‖ ‖
+

+

+ (A2)

which combining (1.5) gives

Q 0 0.( ) <

In addition,

Q λ β w λ λ λ λ w ,γ γ p
p
p2 2 2 1

1
1( ) ( ) ( )′ = ‖∇ ‖ − + − ‖ ‖

+ +

+

+

which combining (A2) and (1.5) gives

Q λ λ0 for 0 1.( )′ > < <

Hence,

Q λ λ0 for 0 1.( ) < < <

Then, we obtain,

J λw d I λw¯ while ¯ 0,( ) ( )< =

which contradicts the definition of the potential well depth d, i.e., (2.9). The proof is completed. □
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