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In this work, we study an elliptic problem involving an operator of mixed order with
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singular nonlinearity. We investigate existence or nonexistence properties, power-
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and the power exponent in singular nonlinearities.

Keywords: existence results; power- and exponential-type Sobolev regularity;
local–nonlocal operator; boundary behaviour; singular nonlinearity;
Green’s function estimates

2020 Mathematics Subject Classification: 35A01; 35R11; 47G20; 35S15; 35B65; 35J75

1. Introduction

In this article, we study the fine properties of the weak solution to an elliptic
problem involving a mixed-type operator L, given by

L := (−Δ) + (−Δ)s for 0 < s < 1. (1.1)

Here, the word ‘mixed’ refers to the type of the operator combining both local and
nonlocal features, and to the differential order of the operator. The operator L is
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obtained as the sum of the classical Laplacian (−Δ) and the fractional Laplacian
(−Δ)s, for a fixed parameter s ∈ (0, 1), defined as

(−Δ)su = C(N, s)P.V.
∫

RN

u(x) − u(y)
|x− y|N+2s

dy.

The term ‘P.V.’ stands for Cauchy’s principal value, and C(N, s) is a normalizing
constant, whose explicit expression is given by

C(N, s) =
(∫

RN

1 − cos(ξ1)
|ξ|N+2s

dξ
)−1

.

The above choice of the constant C(N, s) arises from the equivalent definition of
(−Δ)s to view it as a pseudo-differential operator of symbol |ξ|2s. Without going
into the details of the appearance of such type of nonlocal operator in real-world
phenomena and motivation behind studying problems involving such nonlocal oper-
ators, we refer the reader to review the famous Hitchhiker’s guide [46] and references
within.

The mixed operators of the form L in (1.1) appears naturally in applied sciences,
to study the role of the impact caused by a local and a nonlocal change in a physical
phenomenon. More precisely, it can be understood through the following biological
scenario where the population with density u can possibly alternate both short-
and long-range random walks (namely, a classical random walk and a Lévy flight),
and this could be driven, for example, by a superposition between local exploration
of the environment and hunting strategies (for a thorough discussion, see [39] for
mixed dispersal movement strategy, [42] for nonlocal diffusion strategy, [25] for
conditional dispersal strategy). These type of operators also arises in the models
obtained from the superposition of two different scaled stochastic processes. For a
detailed presentation on this, we refer the reader to [43].

Very recently, a great amount of attention has been paid to studying elliptic prob-
lems involving a mixed type of operator having both local and nonlocal behaviours.
Some questions related to structural results like existence, maximum principle and
interior Sobolev and Lipschitz regularity [1, 11, 14, 36, 37], symmetry results
[13], Faber–Krahn-type inequality [12], Neumann problems [43], Green functions
estimates [26, 27] have been answered.

The study of elliptic or integral equations involving singular terms started in the
early 1960s with the works of Fulks and Maybee [31], originating from the models
of steady-state temperature distribution in an electrically conducting medium. On
the one hand, the study of such types of equations is a challenging mathematical
problem. On the other, they appear in a variety of real-world models. To demon-
strate an application, let us consider Ω be an electrically conducting medium in R

3

where the local voltage drop is described by the function f and u be the steady-state
temperature distribution in the region Ω. Then, if σ(u) is the electrical resistivity
which is, in general, a function of the temperature u, in particular, σ(u) = uγ , the
rate of generation of heat at any point x in the medium is f(x)/uγ , and the temper-
ature distribution in the conducting medium satisfies the local counterpart of the
equation (see (1.2)). For interested readers, we refer to [30, 44, 48] for applications

https://doi.org/10.1017/prm.2023.80 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2023.80


Combined effects in mixed local–nonlocal stationary problems 3

in the pseudo-plastic fluids, Chandrasekhar equations in radiative transfer and in
non-Newtonian fluid flows in porous media and heterogeneous catalysts.

Motivating from the above discussion, we study the following mixed
local/nonlocal elliptic problem in the presence of a weight function f and singular
nonlinearities:

Lu =
f(x)
uγ

, u > 0 in Ω, (1.2)

subject to the homogeneous Dirichlet boundary conditions:

u = 0 in R
N\Ω, (1.3)

where Ω ⊂ R
N , N � 2, γ � 0. The function f : Ω → R

+ either belongs to the
Lebesgue class of functions Lr(Ω) for some 1 � r � ∞ or has a growth of nega-
tive powers of distance function δ near the boundary, i.e. f(x) ∼ δ−ζ(x) for some
ζ � 0 and x lies near the boundary ∂Ω.

1.1. Understanding the notion of a solution

We start by understanding the meaning of a ‘weak’ solution for problems
(1.2)–(1.3). An elementary way to define the notion of a solution of problem (1.2)
is given by: a function u such that

(i) u > 0 a.e. in Ω,

(ii) the following weak formulation equality holds:

∫
Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx, (1.4)

for a class of test functions ψ ∈ T (Ω) and a function u ‘regular’ enough so
that all the integrals are well defined.

The first condition (i) is imposed to give a meaning to the term u−γ known as
‘singular nonlinearities’ and the second condition (ii) is motivated and obtained by
multiplying a smooth function ψ to equation (1.2) and using standard integration
by parts formula for a smooth function u. Since solutions to equations involving
a fractional Laplacian and singular nonlinearities generally are not of class C2

therefore a solution to (1.2) has to be understood in the ‘weak’ sense via (1.4).
A ‘natural’ space to look for the solution u of problems (1.2)–(1.3), more

accurately, to define the integrals on the left-hand side of (1.4), is as follows:

H(Ω) := {u ∈ H1(RN ) : u = 0 in R
N\Ω}.

In the light of the boundary regularity of Ω, it is well known that the space H(Ω)
can be identified with H1

0 (Ω). Precisely, we understand the identification (see [19,
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Proposition 9.18]) in the following way: the function u ∈ H1
0 (Ω) as a zero extension

of the function ũ := u · 1Ω ∈ H(Ω) and

u ∈ H(Ω) =⇒ u|Ω ∈ H1
0 (Ω).

In view of the above identification and employing the classical embedding theorem
[46, Proposition 2.2], both the integrals on the left-hand side of (1.4) are well
defined in H1

0 (Ω). Due to the fact that γ � 0, the nonlinearity u−γ in our problems
(1.2)–(1.3) may blow up near the boundary and this is the reason why we regard
(1.2) as an equation with ‘singular nonlinearities’. By taking into account the sin-
gular nature of the nonlinearities and the regularity of the datum f , specifically,
when the nature of the singularity is strong i.e. γ 	 1 (see [40]) or f ∈ Lr(Ω) when
r is close to 1 (see [16]), we cannot always expect our solution u in H1

0 (Ω) and in
place of that, either we have uα ∈ H1

0 (Ω) for some α � 1 or u ∈W 1,q
0 (Ω) for some

q ∈ [1, 2). For these reasons, as customary in the literature, we adopt the following
definition to understand the Dirichlet datum in a generalized sense (see [8, 21]):

Definition 1.1. A function u � 0 on ∂Ω, if u = 0 in R
N\Ω and for any ε > 0, we

have

(u− ε)+∈H1
0 (Ω).

We say that u = 0 on ∂Ω, if u � 0 and u � 0 on ∂Ω.

To provide a meaningful interpretation for the integral in equation (2.5), we
carefully select a suitable class of test functions denoted T (Ω). The choice of this
class depends on crucial factors, such as the exponent value γ � 0 and the regularity
of both the datum f and the solution u. This selection is pivotal for the rigorous
analysis and understanding of the problem at hand. Motivating from the above
discussion, the exact notion of a weak solution to our main problems (1.2)–(1.3)
with different choices of a class of test functions and sufficient regularity of the
solution u, is detailed in § 2 while stating the main results.

1.2. Previous work

One of the seminal breakthroughs in the study of singular nonlinearities was
the work of Crandall et al. [29], which majorly set-up this direction of research.
Afterwards, a large number of publications has been devoted to investigate a diverse
spectrum of issues rotating around local/nonlocal elliptic equations involving the
singular nonlinearities (see, e.g. [30, 31, 48] and monographs [32, 34]). Let us recall
some known results in the literature for both local and nonlocal elliptic equations
with singular nonlinearities.

In the local case, Crandall et al. [29] studied the singular boundary value prob-
lems (1.2)–(1.3) with Laplace operator and f = 1. By using the classical method
of sub-supersolutions on the nonsingular approximating problem, they proved the
existence and uniqueness results of the classical solution of our original problem. In
addition, by exploiting the second-order ordinary differential equation techniques
and localization near the boundary, the boundary behaviour of the solution is
deduced. By Stuart [49], similar results on the existence of solutions were obtained
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using, this time, an approximation argument with respect to the boundary condi-
tion. Actually, both papers [29, 49] provide results for more general differential
operators with smooth coefficients, not necessarily in divergence form, and for
nonmonotone nonlinearities as well. The same model of elliptic equations with sin-
gular nonlinearities and f ∈ Cα(Ω), was considered by Lazer and McKenna [40] in
which they simplified the proof of boundary behaviour of classical by constructing
appropriate sub and super solutions. In addition to that, they also obtained the
optimal power related to the existence of finite-energy solutions. In fact, a solu-
tion u ∈ H1

0 (Ω) exists if and only if γ < 3. In [50], Yijing and Zhang analysed the
threshold value 3 when the datum f ∈ L1(Ω) and a positive function, and provided
a classical Lazer–Mckenna obstruction. In [16, 23], authors studied the existence
and uniqueness results when f ∈ Lr(Ω) for r � 1 and showed how the regularity of
this solution depends upon the summability of the datum and the singular datum.
In particular, Boccardo and Orsina [16] proved the existence and regularity of
distributional solution:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

u ∈W
1,(Nr(1+γ))/(N−r(1−γ))
0 (Ω) if 0 < γ < 1 and f ∈ Lr(Ω) with r

∈ [1, (2∗/(1 − γ))′),

u ∈ H1
0 (Ω) if 0 < γ < 1 and f ∈ Lr(Ω) with r

= (2∗/(1 − γ))′,

u ∈ H1
0 (Ω) if γ = 1 and f ∈ L1(Ω),

u(1+γ)/2 ∈ H1
0 (Ω) if γ > 1 and f ∈ L1(Ω),

Extending the work of [16], Arcoya and Moreno-Mérida in [5] studied some par-
ticular cases of strongly singular elliptic equations, i.e. 1 < γ < (3r − 1)/(r + 1)
and f ∈ Lr(Ω), r > 1 and f is strictly far away from zero on Ω and proved the
power-type Sobolev regularity:

uα ∈ H1
0 (Ω) for all α ∈

(
(r + 1)(1 + γ)

4r
,
1 + γ

2

]

Moreover, in connection with the same problem, in [15], Boccardo and Casado-Dı́az
proved the uniqueness of finite-energy solution by extending the set of admissible
test functions. For similar works concerning the local elliptic or integral equations
with purely singular nonlinearities, we refer to [18, 30, 33, 48, 52] and for singular
nonlinearities with source terms or absorption terms, we refer to [20, 28, 45, 49]
with no intent to furnish an exhaustive list.

Turning to the nonlocal case, the singular problems have been investigated more
recently and there are few works in the literature, in particular, with the fractional
Laplacian (−Δ)s and related to Lazer–Mckeena-type problem (see, for instance,
[4, 7, 8, 10]). In [10], Barrios et al. studied the solvability of the nonlocal problem
in the presence of singular nonlinearities and weight function f . In particular, they
proved the existence and regularity of solution in a very weak sense depending upon
the regularity of the datum f and the singular exponent γ:{

u ∈ Hs
0(Ω) if 0 < γ � 1 and f ∈ Lr(Ω) with r = (2∗s/(1 − γ))′,

u(1+γ)/2 ∈ Hs
0(Ω) if γ > 1 and f ∈ L1(Ω),
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and very recently in [51], Youssfi and Mahmoud extended the result of [5] to the
fractional Laplacian and established the following:

u ∈W
1,(Nr(1+γ))/(N−rs(1−γ))
0 (Ω) if 0 < γ < 1 and f

∈ Lr(Ω) with r ∈ [1, (2∗s/(1 − γ))′),

and for a non-negative datum f ∈ Lr(Ω), r > 1 and γ > 1:

uα ∈ Hs
0(Ω) for all α ∈

(
max

(
1
2
,
sr(1 + γ) − r + 1

2rs

)
,
1 + γ

2

]
.

In the case of f ∼ δ−ζ for some ζ ∈ [0, 2s), Adimurthi et al. [4] and Arora et al. [7]
studied the same problem with singular nonlinearities in case ofN > 2s andN = 2s,
respectively, and discussed the existence and uniqueness results of the classical
solutions with respect to the singular parameters. Moreover, using the integral
representation via the Green function and maximum principle, they proved the
sharp boundary behaviour of the weak solution. For further issues on nonlocal and
nonlinear singular problems, the interested reader can consult to the bibliographic
references in [6, 8, 21, 23, 38].

Notations: Throughout the paper, we assume that Ω ⊂ R
N (N � 2) is a bounded

domain with C1,1 boundary. Set δ(x) := dist(x, ∂Ω) and DΩ = diam(Ω). For i ∈
N, we denote by Ci, ci, di positive constants that may vary from line to line. If
necessary, we will write C = C(a, b) to emphasize the dependence of C on a, b.
For a number q ∈ (1,∞), we denote by q′ the conjugate exponent of q, namely
q′ = q/(q − 1). For two functions f, g, we write f � g or f � g if there exists a
constant C > 0 such that f � Cg or f � Cg. We write f ∼ g if f � g and g � f . For
η > 0, χΩη

denotes the characteristic function of Ωη := {x ∈ Ω : δ(x) < η}. Denote

r� :=
(

2∗

1 − γ

)′
for 0 � γ < 1 and 2∗ :=

2N
N − 2

Pr,γ := {(r, γ) : 1 � r � +∞, γ � 0 and (r, γ) 
= (1, 0)},

and

Lr
c(Ω) := {f ∈ Lr(Ω) : supp(f) � Ω}.

For γ > 0 and ζ � 0, we define a class of functions

Aζ(Ω) :=
{
f : Ω → R

+∪{0} : f � δ−ζ
}

and for ζ 
= 2, denote

L∗ :=
γ + ζ − 1

2 − ζ
.
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1.3. Description of main results

In the present work, we derive the qualitative properties of the weak solution
to a mixed-type elliptic problem for two different classes of weight functions f ,
and in both the presence or absence of singular nonlinearities, i.e. γ > 0 or γ = 0,
respectively. In this section, we give a short description of our main results and for
a detailed presentation, we refer the reader to § 2.

For the first class of weight function f , i.e. f ∈ Lr(Ω) for 1 � r � ∞, we show:

• Existence results: For this, we use the classical approach of regularizing the
singular nonlinearities u−γ by (u+ 1/n)−γ and derive uniform a priori esti-
mates for the weak solution of the regularized problem. The crucial step here
is to choose an appropriate test function in the energy space. By taking into
account the combined interaction of the summability of the datum f and the
singular exponent γ, we obtain our existence results in two disjoint subsets of
our admissible set Pr,γ with different Sobolev regularity:

u ∈
{
W 1,q

0 (Ω) if (r, γ) ∈ Pr,γ ∩ {(r, γ) : r ∈ [1, r�), 0 � γ < 1},
H1

loc(Ω) if (r, γ) ∈ Pr,γ\{(r, γ) : r ∈ [1, r�), 0 � γ < 1},

with q := (Nr(1 + γ))/(N − r(1 − γ)). Here, the notion of solution in two dis-
joint subsets may differ due to different Sobolev regularity of the solution.
Moreover, we observe that there is a kind of continuity in the summability
exponents in the sense that as r → (r�)−, q → 2 when 0 � γ < 1. These exis-
tence results for mixed-type operator also complement the results for classical
Laplacian in [16] and fractional Laplacian in [10, 51].

• Power- and exponential-type Sobolev regularity of the weak solution:
Here, the term power-type Sobolev regularity means that uα ∈ H1

0 (Ω) for some
α > 0 and the exponential-type Sobolev regularity means that there exists β >
0 such that

exp(βu) − 1 ∈ H1
0 (Ω) when 0 � γ � 1,

and for τ � γ:

(exp(βu) − 1)τ ∈ H1
0 (Ω) when γ > 1.

For this, we prove two types of power-type Sobolev regularity result, depending
upon the value of α, one with the help of an appropriate choice of test functions
when α is large and the second by using the lower-boundary behaviour of the
approximating solution when α is small.

Type 1: When 1 � r < N/2, γ � 0, we show that

uα ∈ H1
0 (Ω) for any α ∈

[
γ + 1

2
,
Sr + 1

2

]
where Sr :=

N(r − 1) + γr(N − 2)
N − 2r

.

We notice that as r → (N/2)−, Sr → ∞ and so it is natural to expect the
exponential-type Sobolev regularity when r = N/2. In this regard, for r = N/2,
we prove the exponential-type Sobolev regularity in the sense mentioned above.
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The first step in establishing such regularity results is to find an appropriate test
function in the energy space to handle the singular nonlinearities, and the sec-
ond step is to derive uniform a priori estimates for the approximating sequence
with the same power-type Sobolev regularity and then pass to the limits. This
type of Sobolev regularity result is even new for the classical Laplacian and
fractional Laplacian singular and nonsingular problems.

Type 2: In this case, to handle the singular nonlinearities, we exploit the bound-
ary behaviour of the weak solution in deriving uniform a priori estimates.
Precisely, we show that for any r > 1 and γ > 0:

uα ∈ H1
0 (Ω) for any α ∈

⎧⎪⎪⎨
⎪⎪⎩

(
1
2
,
γ + 1

2

]
if γ +

1
r
< 1,(

rγ + 1
2r

,
γ + 1

2

]
if γ +

1
r

� 1.

In addition to that, we also have shown that if α � 1/2, then uα 
∈ H1
0 (Ω) if

γ + 1/r < 1, which highlight the optimality of this result.

• Continuity with respect to datum: As an application of the type 1 power-
type Sobolev regularity results, we show that for any 1 � r < N/2 and S ∈
[γ,Sr] and for minimal weak solution u and v with respect to datum f and g
respectively, the following inequality holds:

‖∇|u− v|(S+1)/2‖2
L2(Ω) � C‖f − g‖(r(N−2))/(N−2r)

Lr(Ω) .

The above inequality also implies the continuity of the solution with respect to
the given datum and comparison estimates.

For the second class of weight function f ∈ Aζ(Ω) for ζ � 0, we show:

• Existence results: For this, we have followed the same classical method of reg-
ularizing the singular problem, but here to prove the uniform a priori estimates
of the approximating sequence and handle singular nonlinearities, we cannot
use the same approach of exploiting Lebesgue summability of the datum f ,
since for ζ � 1, f 
∈ Lr(Ω) for any r � 1. To resolve this issue, we prove new
boundary estimates of the approximating sequence by using the lower- and
upper-bound estimates of Green’s kernel associated with the mixed operator.
By considering the interplay of both singular exponents γ > 0 and ζ ∈ [0, 2),
we obtain the following existence results with different Sobolev regularity:

u ∈
{
H1

0 (Ω) if γ + ζ � 1,

H1
loc(Ω) if γ + ζ > 1.

• Optimal boundary behaviour: To prove this, we study the action of Green’s
operator on the inverse of the distance function perturbed with logarithmic
nonlinearity. Using the lower- and upper-bound estimates of Green’s kernel
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[26] and borrowing some techniques from [2], we show:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u � δ if ζ + γ < 1,

u � δ ln1/(2−ζ)

(
DΩ

δ

)
if ζ + γ = 1,

u � δ(2−ζ)/(γ+1) if ζ + γ > 1.

• Optimal power-type Sobolev regularity and nonexistence results: As
an application of the above optimal-boundary behaviour, we prove:

u(L+1)/2 belongs to H1
0 (Ω) if and only if L >

{
0 if ζ + γ � 1,
L∗ if ζ + γ > 1.

and for ζ � 2 and γ > 0, nonexistence results is established. These results
for mixed-type operator in this class complement the results for fractional
Laplacian in [4, 7].

The article is organized as follows: In § 2, we provide a detailed statement of
the main results of this work. In § 3, we prove some preliminary results for the
approximated problem, which will be used in the rest of the work. Section 4 is
devoted to deriving uniform a priori estimates, Green’s function estimates and
boundary behaviour of the solution of the approximated problem. In § 5, we provide
the proof of our main results. At the end, we provide a short appendix.

2. Statement of main results

In this section, we discuss a detailed statement of our main results.

2.1. Lebesgue weights

We start by presenting our existence results:

Theorem 2.1. Assume that f ∈ Lr(Ω)\{0} is non-negative and (r, γ) ∈ Pr,γ ∩
{(r, γ) : r ∈ [1, r�), 0 � γ < 1}. Then, there exists a positive weak solution u of
problems (1.2)-(1.3) in the following sense:

(i) u ∈W 1,q
0 (Ω) with q := (Nr(1 + γ))/(N − r(1 − γ)),

(ii) for every ω � Ω, there exists a constant C = C(ω) such that 0 < C(ω) � u,

(iii) for every ψ ∈W 1,q′
0 (Ω) ∩ Lr′

c (Ω)∫
Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx. (2.1)

Theorem 2.2. Assume that f ∈ Lr(Ω)\{0} is non-negative and (r, γ) ∈
Pr,γ\{(r, γ) : r ∈ [1, r�), 0 � γ < 1}. Then, there exists a positive weak solution u
of problems (1.2)-(1.3) in the following sense:
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(i) u ∈ H1
loc(Ω) and u = 0 on Ω in the sense of definition 1.1,

(ii) for every ω � Ω, there exists a constant C = C(ω) such that 0 < C(ω) � u,

(iii) for every ψ ∈
⋃

Ω̃�ΩH
1
loc(Ω̃) ∩ Lr′

c (Ω)∫
Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx. (2.2)

Now, we state the regularity results showing power- and exponential-type Sobolev
regularity depending upon the summability of the datum f and the singular
exponent γ � 0.

Theorem 2.3. Assume that f ∈ Lr(Ω)\{0} is non-negative and (r, γ) ∈ Pr,γ . Let u
be a weak solution of problems (1.2)-(1.3) obtained in theorems 2.1 and 2.2. Then,

(i) (Weak case) For r ∈ [1, N/2) and N > 2:

u(S+1)/2 ∈ H1
0 (Ω) for any S ∈ [γ,Sr] where Sr :=

N(r − 1) + γr(N − 2)
N − 2r

.

Moreover, u belongs to Lσr (Ω) with σr := (Nr(1 + γ))/(N − 2r).

(ii) (Limit case) For r = N/2 and N � 2. Then,
1. (Weak singularity) For 0 � γ � 1:

H
(u

2

)
∈ H1

0 (Ω) where H(t) := exp (βt) − 1

where β > 0 such that

2
S(N)‖f‖N/2

�
{
βmax{1,

(
βγ−1

)γ} if 0 < γ � 1,
β if γ = 0.

(2.3)

Moreover, there exist constants C1, C2 depending upon β, S(N), f, |Ω|
such that∫

Ω

exp
(
βNu

N − 2

)
�C1 when N>2 and ‖u‖L∞(Ω) �C2 when N=2.

2. (Strong singularity) For τ � γ > 1 and α > 0 such that (α/(23−2τ ))
max{1, ατ} < 1/(τS(N)‖f‖N/2):

D
(u

2

)
∈ H1

0 (Ω) where D(t) = (exp(αt) − 1)τ

and there exist constants C3, C4 depending upon α, τ, S(N), f, |Ω| such
that ∫

Ω

exp
(

2Nατu
N − 2

)
� C3 when N > 2 and

‖un‖L∞(Ω) � C4 when N = 2.
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In particular, u belongs to Ls(Ω) for every s ∈ [1,∞) and N > 2.

(iii) (Strong case) For r > N/2 and N � 2, u belongs to L∞(Ω).

(iv) (Exact Sobolev regularity) For r ∈ [1, r�), 0 � γ < 1 and N > 2, u belongs
to W 1,q

0 (Ω) with q := (Nr(1 + γ))/(N − r(1 − γ)) and for any r ∈ [1,∞], γ =
1 or r � r� and 0 � γ < 1, u belongs to H1

0 (Ω).

Theorem 2.4. Assume that f ∈ Lr(Ω)\{0} is non-negative. Let u be a weak
solution of problems (1.2)-(1.3) obtained in theorems 2.1 and 2.2. Then,

u(S+1)/2 belongs to H1
0 (Ω) for any S ∈ (0, γ] if and only if γ +

1
r
< 1.

and

u(S+1)/2 belongs to H1
0 (Ω) for any S ∈

(
γ − 1 +

1
r
, γ

]
if γ +

1
r

� 1.

Theorem 2.5. Let u and v be two solutions of problems (1.2)–(1.3) obtained in
theorems 2.1 and 2.2 with respect to datum f and g in Lr(Ω) for 1 � r < N/2
respectively. Then, for any S ∈ [γ,Sr], there exists a constant C = C(S(N),S)
independent of u, v such that

‖∇|u− v|(S+1)/2‖2
L2(Ω) � C ‖f − g‖(r(N−2))/(N−2r)

Lr(Ω) .

In addition to the above, we have∫
Ω

|∇(u− v)(Sr+1)/2
+ |2 dx �

∫
Ω

(f(x) − g(x))(u− v)Sr−γ
+ dx.

Corollary 2.6. Under the condition of theorem 2.5, if f � g, then u � v a.e.
in Ω.

Remark 2.7. Adopting the same arguments of [22, Theorem 1.2] for the Laplacian
and [21, Theorem 1.4] for fractional Laplacian, we can obtain the uniqueness of weak
solution proved in theorem 2.2. The crucial step is to exploit the H1

loc(Ω) regularity
of weak solution u. To avoid repeating the same steps, we skip the proof.

Remark 2.8. Let (r, γ) ∈ Pr,γ such that Sr � 1. In this case, the weak solution
u ∈ H1

0 (Ω) therefore by classical density arguments, the class of test function in the
weak formulation can be extended to H1

0 (Ω).

Remark 2.9. We note that the regularity result in Theorem 2.13 of [35], where the
exponent p is set to 2, can be seen as a specific subcase of the results established in
theorem 2.3(iv). This alignment becomes evident when considering the partial case
r = r∗ and 0 � γ < 1 of the exact Sobolev regularity results for the weak solution
u in problem (1.2) proven in theorem 2.3(iv).
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12 R. Arora and V. D. Rădulescu

2.2. Singular weights

In this case of a weight function, we work with N � 3. First, we start by
presenting our existence results:

Theorem 2.10. Let γ > 0 and ζ ∈ [0, 2) such that γ + ζ � 1, and f ∈ Aζ(Ω). Then,
there exists a positive minimal solution u of problems (1.2)-(1.3) in the following
sense:

(i) u ∈ H1
0 (Ω),

(ii) for every ψ ∈ H1
0 (Ω)∫

Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx. (2.4)

Theorem 2.11. Let γ > 0 and ζ ∈ [0, 2) such that γ + ζ > 1 and f ∈ Aζ(Ω). Then,
there exists a positive minimal solution u of problems (1.2)-(1.3) in the following
sense:

(i) u ∈ H1
loc(Ω) and u = 0 on Ω in the sense of definition 1.1,

(ii) for every ω � Ω, there exists a constant C = C(ω) such that 0 < C(ω) � u,

(iii) for every ψ ∈ H1
0 (Ω) in case of L∗ � 1 and ψ ∈

⋃
Ω̃�ΩH

1
loc(Ω̃) with

supp(ψ) � Ω in case of L∗ > 1:∫
Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx. (2.5)

Now, we state the regularity results displaying optimal power-type Sobolev regu-
larity results and optimal-boundary behaviour of minimal solution depending upon
the singular exponents ζ and γ.

Theorem 2.12. Let γ > 0, ζ ∈ [0, 2) and u be a weak solution of problems (1.2)-
(1.3) obtained in theorems 2.10 and 2.11. Then,

u belongs to Bγ,ζ(Ω) where Bγ,ζ(Ω) =

⎧⎪⎪⎨
⎪⎪⎩
u : u � δ if ζ + γ < 1,

u : u � δ ln1/(2−ζ)

(
DΩ

δ

)
if ζ + γ = 1,

u : u � δ(2−ζ)/(γ+1) if ζ + γ > 1,

and

u(L+1)/2 belongs to H1
0 (Ω) if and only if L >

{
0 if ζ + γ � 1,
L∗ if ζ + γ > 1.
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As an application of the above theorem, we prove the following nonexistence
result:

Theorem 2.13. Let ζ � 2. Then, there does not exist a weak solution of problems
(1.2)-(1.3) in the sense of theorems 2.10 and 2.11.

Remark 2.14. Repeating the same proof [8, Theorem 1.1], we can obtain the
uniqueness of weak solution proved in theorems 2.10 and 2.11 when γ > 0 and
β ∈ [0, 3/2).

Remark 2.15. Let ζ ∈ [0, 2), γ > 0 such that γ + ζ � 1, and ζ + γ > 1 and L∗ < 1.
In this case, the weak solution u ∈ H1

0 (Ω) therefore by classical density arguments,
the class of test function in the weak formulation can be extended to H1

0 (Ω).
The condition L∗ < 1 can be rewritten as γ + 2ζ < 3 which further reduces to the
classical Lazer–Mckeena obstruction in case of ζ = 0.

3. Preliminary lemmas

Lemma 3.1. Let h ∈ L∞(Ω), h � 0 and h 
≡ 0. Then, the problem

{
−Δu+ (−Δ)su = h, u > 0 in Ω,

u = 0 in R
N\Ω,

(S)

admits a unique positive weak solution u. Moreover, u ∈ L∞(Ω) ∩ C1,β(Ω) for every
β ∈ (0, 1).

Proof. To prove the existence result, we use the classical minimization arguments
from the calculus of variations. For the sake of completeness, we provide a brief
sketch of the proof. For any h ∈ L∞(Ω), h � 0 and h 
≡ 0, we define the energy
functional Ih : H1

0 (Ω) → R such that

Ih(u) :=
1
2

∫
Ω

|∇u|2 dx+
C(N, s)

4

∫
RN

∫
RN

|u(x) − u(y)|2
|x− y|N+2s

dxdy −
∫

Ω

hu dx.

First, we find the minimizer of the above energy functional and then look for the
solution of problem (S) as a critical point of Ih. In fact, using [46, Proposition 2.2]
and Sobolev’s embedding, we observe that Ih is well-defined and

Ih(u) � 1
2
‖∇u‖2

2 − |Ω|1/2‖h‖∞‖u‖2 � ‖∇u‖2

(
1
2
‖∇u‖2 − S(N)|Ω|1/2‖h‖∞

)

→ ∞ as ‖∇u‖2 → ∞

where S(N) is the Sobolev constant. This implies the energy functional Ih is coer-
cive. Moreover, Ih is a C1 and convex energy functional. Thus, Ih is weakly lower
semi-continuous. Combining all the above properties of Ih, there exists a minimizer
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14 R. Arora and V. D. Rădulescu

u ∈ H1
0 (Ω) and which is also a critical point of Ih, i.e.:∫

Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

hψ dx ∀ψ ∈ H1
0 (Ω). (3.1)

By taking ψ = u− := min{u, 0} ∈ H1
0 (Ω) as a test function in (3.1) and using the

fact that h � 0 and

(u(x) − u(y))(u−(x) − u−(y)) � 0 for all (x, y) ∈ R
N × R

N ,

we obtain: ∫
Ω

|∇u−|2 dx � 0.

Hence, u � 0 a.e. in Ω. Now, we show that problem (S) has a unique solution. Let
u1, u2 ∈ H1

0 (Ω) be two solutions of problem (S). Therefore, for all ψ ∈ H1
0 (Ω), we

have∫
Ω

∇u1 · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u1(x)−u1(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy=
∫

Ω

hψ dx,

(3.2)∫
Ω

∇u2 · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u2(x)−u2(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy=
∫

Ω

hψ dx.

(3.3)
By subtracting the above two equations and inserting ψ = u1 − u2, we obtain:∫

Ω

|∇(u1 − u2)|2 dx+
C(N, s)

2

∫
RN

∫
RN

|(u1 − u2)(x) − (u1 − u2)(y)|2
|x− y|N+2s

dxdy = 0,

which further gives u1 = u2 a.e. in Ω. The boundedness and regularity of the solu-
tion follow by employing the classical method of Stampacchia, see e.g. [11, Theorem
4.7] and using [12, Theorem 2.7]. Since h 
≡ 0, we have u 
≡ 0. Finally, the strong
maximum principle in [14, Theorem 3.1], implies u > 0 in Ω. �

Depending upon the class of weight function f , we consider a sequence of increas-
ing function fn such that fn → f a.e. in Ω. In the first case, when f ∈ Lr(Ω), we
consider fn(x) := min{f(x), n} and in the second case, when f ∈ Aζ , we consider:

fn(x) :=

⎧⎪⎪⎨
⎪⎪⎩
(
f−1/ζ(x) +

(
1
n

)(γ+1)/(2−ζ)
)−ζ

if x ∈ Ω,

0 else,

and there exist positive constants G1,G2 > 0 such that, for any x ∈ Ω:

G1(
d(x) +

(
1
n

)(γ+1)/(2−ζ)
)ζ

� fn(x) � G2(
d(x) +

(
1
n

)(γ+1)/(2−ζ)
)ζ
. (3.4)
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By considering the above choice of fn, we study the following approximated singular
problem: ⎧⎪⎨

⎪⎩
Δu+ (−Δ)su =

fn

(u+ 1/n)γ
, u > 0 in Ω,

u = 0 in R
N\Ω,

(Pn)

where {fn}n∈N is a bounded increasing sequence such that fn → f in Lr(Ω) for
r ∈ [1,∞) and fn = f when r = +∞.

Lemma 3.2. For any n ∈ N and γ � 0, there exists a unique non-negative weak
solution un ∈ H1

0 (Ω) of problem (Pn) in the sense that:∫
Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(un + 1/n)γ

ψ dx ∀ψ ∈ H1
0 (Ω). (3.5)

Moreover,

(i) The solution un ∈ C1,β(Ω) ∩ L∞(Ω) for every β ∈ (0, 1) and un > 0 in Ω.
Moreover, when fn ∈ Cα(Ω), then un ∈ C2,δ(Ω) ∩ C(Ω) for some δ ∈ (0, 1).

(ii) The sequence {un}n∈N is monotonically increasing in the sense that un+1 �
un for all n ∈ N.

(iii) For every compact set K � Ω and n ∈ N, there exists a constant C depending
upon K and independent of n such that un � C > 0.

Proof. Given g ∈ L2(Ω) and n ∈ N fixed, set:

h :=
fn

(g++1/n)γ .

Then, in view of lemma 3.1, there exists a unique positive-bounded solution
w ∈ H1

0 (Ω) for problem (S) (see statement of lemma 3.1) with h defined above.
Therefore, we define an operator T : L2(Ω) → L2(Ω) such that T (g) = w where w
satisfies:∫

Ω

∇w · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(w(x) − w(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(g++1/n)γ

ψ dx ∀ψ ∈ H1
0 (Ω). (3.6)

Using w as a test function in (3.6) and using Sobolev’s embedding, we obtain:∫
Ω

|∇w|2 dx �
∫

Ω

fn(x)w
(g++1/n)γ

dx � R‖∇w‖2 =⇒ ‖∇w‖2 � R (3.7)

where R := S(N)‖fn‖L∞(Ω)n
γ |Ω|1/2. This implies that the ball B(0, R) of radius R

in H1
0 (Ω) is invariant under the action of the map T . Now, we prove the continuity
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and compactness of the map T : H1
0 (Ω) → H1

0 (Ω) in order to apply Schauder’s
fixed-point theorem. For continuity, we claim that wk → w in H1

0 (Ω) when hk → h
in H1

0 (Ω) with wk = T (hk) and w = T (h). Considering the corresponding sequence
{w}k∈N and choosing wk − w as a test function, we get:∫

Ω

|∇wk − w|2 dx =
∫

Ω

(
fn(x)

(h+
k +1/n)γ

− fn(x)
(h++1/n)γ

)
(wk − w) dx

�S(N)

(∫
Ω

(
fn(x)

(h+
k +1/n)γ

− fn(x)
(h++1/n)γ

)2N/(N+2)

dx

)(N+2)/2N

‖∇wk−∇w‖2.

(3.8)

Notice that the integrand in the first term is dominated by 2‖fn‖∞nγ and converge
to 0 a.e. in Ω, then by applying dominated convergence theorem, we obtain our
claim. For compactness, let hk be a bounded sequence inH1

0 (Ω) and for wk = T (hk),
we claim that wk → w in H1

0 (Ω) up to a subsequence for some w ∈ H1
0 (Ω). In light

of (3.7), both wk and hk are bounded in H1
0 (Ω), then up to a subsequence we have

wk ⇀ w inH1
0 (Ω), wk → w in Lp(Ω) for any 1 � p <

2N
N − 2

and hk → h a.e. in Ω.

We also know that, wk satisfies: for any ψ ∈ H1
0 (Ω):∫

Ω

∇wk · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(wk(x) − wk(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(h+

k +1/n)γ
ψ dx. (3.9)

Now, to pass limits k → ∞, we observe that

(wk(x) − wk(y))(ψ(x) − ψ(y))
|x− y|(N+2s)/2

in uniformly bounded in L2(RN × R
N )

because of Sobolev’s embedding and by the pointwise convergence of wk to w, we
have

(wk(x) − wk(y))(ψ(x) − ψ(y))
|x− y|(N+2s)/2

→ (w(x) − w(y))(ψ(x) − ψ(y))
|x− y|(N+2s)/2

a.e. in Ω.

Then, since

(ψ(x) − ψ(y))(ψ(x) − ψ(y))
|x− y|(N+2s)/2

∈ L2(RN × R
N ),

it is easy to see the passage of limit in (3.9) to∫
Ω

∇w · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(w(x) − w(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(h++1/n)γ

ψ dx.

Now, by arguing as in (3.8), we get wk → w in H1
0 (Ω) and Schauder’s fixed-point

theorem implies the existence of a fixed point un such that T (un) = un for all n ∈ N,
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i.e.: ∫
Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(u+

n +1/n)γ
ψ dx.

The boundedness and regularity of solution follow by employing the classical
method of Stampacchia, see e.g. [11, Theorem 4.7] and using [12, Theorem 2.7],
i.e. un ∈ L∞(Ω) ∩ C1,β(Ω). Since fn/((u+

n + 1/n)γ) 
≡ 0, we have un 
≡ 0. Finally,
the strong maximum principle in [14, Theorem 3.1], implies un > 0 in Ω and
u1 � C(K) > 0 for every K compact subset of Ω. To prove the monotonicity, let
un and un+1 are positive solutions of problem (Pn) and (Pn+1) respectively, i.e. for
any ψ ∈ H1

0 (Ω), we have∫
Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(un + 1/n)γ

ψ dx

and∫
Ω

∇un+1 · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un+1(x) − un+1(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn+1(x)
(un+1 + (1/(n+ 1)))γ

ψ dx.

Subtracting the above equalities by taking the test function ψ = (un − un+1)+ and
using the following inequality [41, Lemma 9]: for a.e. (x, y) ∈ R

N × R
N :(

((un − un+1)(x) − (un − un+1)(y))((un − un+1)+(x) − (un − un+1)+(y))
)

� 0,

we get∫
un�un+1

|∇(un − un+1)|2 dx

�
∫

Ω

(
fn(x)

(un + 1/n)γ
− fn+1(x)

(un+1 + (1/(n+ 1)))γ

)
(un − un+1)+ dx

�
∫

Ω

fn+1(x)
(un + 1/n)γ − (un+1 + (1/(n+ 1)))γ

((un + 1/n)(un+1 + (1/(n+ 1))))γ (un − un+1)+ dx � 0

which in turn implies that un � un+1 in Ω and un � C(K) for every n ∈ N and
K � Ω. �

Now, we derive the lower-boundary behaviour of the approximated sequence un

with the help of the integral representation of the solution via Green’s operator.
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Theorem 3.3. Let un be the weak solution of problem (Pn) obtained in lemma 3.2,
then there exist a constant C0 > 0 independent of n and x ∈ Ω such that C0δ(x) �
un(x).

Proof. Let un be a sequence of weak solutions of problem (Pn) and G(x, y) the
Green function associated with the mixed operator with homogeneous Dirichlet-
boundary conditions in Ω. Then, using the integral representation of the solution,
we have

un(x) := G
Ω

[
fn(y)

(un + 1/n)γ

]
(x) =

∫
Ω

G(x, y)fn(y)
(un + 1/n)γ

dy for n ∈ N. (3.10)

From lemma 3.2, we know that {un}n∈N is an increasing sequence such that un ∈
L∞(Ω). Using this fact for any n ∈ N and x ∈ Ω, we deduce that

δ(x) � ϕ1(x) = λ1G
Ω[ϕ1](x) = λ1G

Ω

[
ϕ1

(‖u1‖L∞(Ω) + 1)γ

(‖u1‖L∞(Ω) + 1)γ

]
(x)

� λ1‖ϕ1‖L∞(Ω)(‖u1‖L∞(Ω)+1)γ(DΩ+1)ζ
G

Ω

[
f1(x)

(‖u1‖L∞(Ω) + 1)γ

]
(x)

� CG
Ω

[
f1(x)

(u1 + 1)γ

]
(x) � u1(x) � un(x). (3.11)

�

4. Uniform a priori estimates

4.1. Lebesgue weights: Sobolev regularity estimates

Lemma 4.1. Assume that f ∈ Lr(Ω)\{0} is non-negative and (r, γ) ∈ Pr,γ . Let un

be the weak solution of problem (Pn):

(i) For r ∈ [1, N/2) and N > 2:

u(Sr+1)/2
n is uniformly bounded in H1

0 (Ω) with Sr :=
N(r − 1) + γr(N − 2)

N − 2r
.

Moreover, un is uniformly bounded in Lσr (Ω) with σr := (Nr(1+γ))/(N−2r).

(ii) For r = N/2 and N � 2. Then,
1. For 0 � γ � 1 and β > 0 satisfying (2.3):

H
(un

2

)
is uniformly bounded in H1

0 (Ω) where H(t) := exp (βt) − 1

and there exist constants C1, C2 depending upon β, S(N), f, |Ω| but
independent of n such that∫

Ω

exp
(
βNun

N − 2

)
� C1 when N > 2 and ‖un‖L∞(Ω)

� C2 when N = 2.
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2. For τ � γ > 1 and α > 0 such that (α/(23−2τ ))max{1, ατ} < 1/(τS(N)
‖f‖N/2)

D
(un

2

)
is uniformly bounded in H1

0 (Ω) where D(t) = (exp(αt) − 1)τ

and there exist constants C3, C4 depending upon α, τ, S(N), f, |Ω| but
independent of n such that

∫
Ω

exp
(

2Nατun

N − 2

)
� C3 when N > 2 and ‖un‖L∞(Ω)

� C4 when N = 2.

In particular, un is uniformly bounded in Ls(Ω) for every s ∈ [1,∞) and
N > 2.

(iii) For r > N/2 and N � 2, un is uniformly bounded in L∞(Ω).

(iv) For r ∈ [1, r�), 0 � γ < 1 and N > 2, un is uniformly bounded in W 1,q
0 (Ω)

with q := (Nr(1 + γ))/(N − r(1 − γ)) and for any r ∈ [1,∞], γ = 1 or r � r�

and 0 � γ < 1, un is uniformly bounded in H1
0 (Ω).

Proof. Let n ∈ N and un be the weak solution of problem (Pn) given by lemma 3.2.
To prove the uniform estimates for the sequence {un}n∈N, we divide the proof into
four steps.

Step 1: Since, un ∈ L∞(Ω) ∩H1
0 (Ω) and positive, then for any ε > 0 and S > 0,

(un + ε)S − εS belongs to H1
0 (Ω), therefore, an admissible test function in (3.5).

Taking it so for ε ∈ (0, 1/n) and S ∈ [γ,∞), it yields

∫
Ω

∇un · ∇(un + ε)S dx+
C(N, s)

2

∫
RN∫

RN

(un(x) − un(y))((un + ε)S(x) − (un + ε)S(y))
|x− y|N+2s

dxdy

�
∫

Ω

fn(x)
(un + 1/n)γ

(un + ε)S dx �
∫

Ω

fn(x)(un + ε)S−γ dx. (4.1)

Passing ε→ 0 in the above estimate via Fatou’s theorem and using lemma A.4(i),
we obtain:

4S

(S + 1)2

∫
Ω

|∇u(S+1)/2
n |2 dx+

2C(N, s)S
(S + 1)2

∫
RN∫

RN

((u(S+1)/2
n (x) − u

(S+1)/2
n (y))2

|x− y|N+2s
dxdy

�
∫

Ω

fn(x)uS−γ
n dx. (4.2)
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In order to estimate the right-hand side term of (4.2), we choose S = Sr such that

S1 = γ for N � 2 and
(Sr − γ)r

(r − 1)
=

(Sr + 1)
2

2N
N − 2

for 1 < r <
N

2
, N > 2.

(4.3)
By applying the Hölder inequality in view of the above choice of Sr with r > 1 and
N > 2, we get:

∫
Ω

fn(x)uSr−γ
n dx � ‖fn‖Lr(Ω)

(∫
Ω

u(Sr−γ)r′
n dx

)1/r′

= ‖fn‖Lr(Ω)

(∫
Ω

(
u(Sr+1)/2

n

)2N/(N−2)

dx
)1/r′

� ‖fn‖Lr(Ω)

(
S(N)

∫
Ω

|∇u(Sr+1)/2
n |2 dx

)N/(r′(N−2))

(4.4)

where the last inequality follows from Sobolev’s embeddings and S(N) denotes the
best Sobolev constant. Combining (4.2) and (4.4), we get:

∫
Ω

|∇u(Sr+1)/2
n |2 dx � (S(N))(N(r−1))/(N−2r)

(
‖fn‖Lr(Ω)

(Sr + 1)2

4Sr

)((N−2)r)/(N−2r)

� C(‖f‖Lr(Ω),Sr, N). (4.5)

The above estimates in the case r = 1 and N � 2 holds trivially. An easy
computation with the above choice of Sr implies:

N(Sr + 1)
N − 2

=
Nr(1 + γ)
N − 2r

= σr (4.6)

Then, by using the uniform estimates in (4.5) and Sobolev’s embeddings, we obtain:

{un}n∈N is uniformly bounded in Lσr (Ω) when 1 � r <
N

2
, N > 2.

Step 2: Let r = N/2 and N � 2. In case of weak singularity, i.e. 0 � γ � 1, let us
consider an increasing, convex and locally Lipschitz function H : R → R defined as

H(t) := exp (βt) − 1

where β > 0, whose exact choice will be determined later. Since un ∈ L∞(Ω) ∩
H1

0 (Ω) for every n ∈ N, we get H(un) ∈ H1
0 (Ω). A simple computation leads to:

∫
Ω

∇un · ∇H(un) dx =
∫

Ω

H′(un)|∇un|2 dx =
4
β

∫
Ω

∣∣∣∇H
(un

2

)∣∣∣2 dx (4.7)
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Now, by testing the energy formulation (3.5) with H(un) and using (4.7), we obtain:

4
β

∫
Ω

∣∣∣∇H
(un

2

)∣∣∣2 dx

�
∫

Ω

∇un · ∇H(un) dx+
C(N, s)

2

∫
RN∫

RN

(un(x) − un(y))(H(un)(x) − H(un)(y))
|x− y|N+2s

dxdy

�
∫

Ω

fn(x)
(un + 1/n)γ

H(un) dx �
∫

Ω

f(x)H(un)
uγ

n
dx

=
∫

Ω

f(x) (exp(βun) − 1)
uγ

n
dx (4.8)

Case 1: 0 < γ � 1.
To estimate the last term in (4.8), we use lemma A.4(iii) and exp(t) − 1 � t exp(t)

for every t � 0,

∫
Ω

∣∣∣∇H
(un

2

)∣∣∣2 dx � β

4
(
βγ−1

)γ ∫
Ω∩{un�1}

f(x)

(
exp

(
βγ−1un

)
− 1

βγ−1un

)γ

dx

+
β

4

∫
Ω∩{un�1}

f(x) exp (βun) dx

� C�

∫
Ω

f(x)
(

exp
(
βun

2

))2

dx

= C�

∫
Ω

f(x)
(
H
(un

2

)
+ 1
)2

dx

where C� := (β/4)max{1, (βγ−1)γ}.
Case 2: γ = 0.

In this case, the estimate in (4.8) takes the following form:

∫
Ω

∣∣∣∇H
(un

2

)∣∣∣2 dx � C�

∫
Ω

f(x)
(

exp
(
βun

2

))2

dx

= C�

∫
Ω

f(x)
(
H
(un

2

)
+ 1
)2

dx

with C� = β/4. Now, by using the fact that (H(t) + 1)2 � 2(H(t))2 + 1) and Hölder
inequality with exponents N/2 and N/(N − 2), we further estimate:∫

Ω

∣∣∣∇H
(un

2

)∣∣∣2 dx � 2C�

(∫
Ω

f(x) dx+
∫

Ω

f(x)
(
H
(un

2

))2

dx
)

� 2C�

(
‖f‖1 + ‖f‖N/2

∥∥∥H(un

2

)∥∥∥2

2N/(N−2)

)
.
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Now, by choosing β small enough such that

2
S(N)‖f‖N/2

�
{
βmax{1,

(
βγ−1

)γ} if 0 < γ � 1,
β if γ = 0,

and using Sobolev’s embeddings and |Ω| <∞, we obtain:

∥∥∥∇H
(un

2

)∥∥∥2

2
� 2C�‖f‖1(

1 − 2C�S(N)‖f‖N/2

)
and ∫

Ω

exp
(
βNun

N − 2

)
dx � C

where C depends upon β, S(N), ‖f‖N/2, |Ω| but independent of n.
For the case of strong singularity, i.e. γ > 1, we consider the following locally

Lipschitz and increasing function D : R → R
+ ∪ {0} defined as

D(t) = (exp(αt) − 1)τ

where τ � γ > 1 and α > 0 whose exact choices will be highlighted later. The reg-
ularity properties of the sequence un and lemma A.4(iii) yields D(un) ∈ H1

0 (Ω)
and∫

Ω

∇un · ∇D(un) dx =
∫

Ω

D′(un)|∇un|2 dx

= ατ

∫
Ω

∣∣∣exp
(αun

2

)
(exp(αun) − 1)(τ−1)/2 ∇un

∣∣∣2 dx

� ατ

∫
Ω

∣∣∣∣exp
(αun

2

)(
exp

(αun

2

)
− 1
)τ−1

∇un

∣∣∣∣
2

dx

=
4
ατ

∫
Ω

∣∣∣∇(exp
(αun

2

)
− 1
)τ ∣∣∣2 dx=

4
ατ

∫
Ω

∣∣∣∇D
(un

2

)∣∣∣2 dx

(4.9)

By taking D(un) as a test function in equation (3.5) and using (4.9), we obtain:

4
ατ

∫
Ω

∣∣∣∇D
(un

2

)∣∣∣2 dx

�
∫

Ω

∇un · ∇D(un) dx+
C(N, s)

2

∫
RN∫

RN

(un(x) − un(y))(D(un)(x) − D(un)(y))
|x− y|N+2s

dxdy

�
∫

Ω

fn(x)
(un + 1/n)γ

D(un) dx �
∫

Ω

f(x)D(un)
uγ

n
dx =

∫
Ω

f(x) (exp(αun) − 1)τ

uγ
n

dx
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� ατ

∫
Ω∩{un�1}

f(x)
(

exp (αun) − 1
αun

)τ

dx+
∫

Ω∩{un�1}
f(x) exp (ατun) dx

� max{1, ατ}
∫

Ω

f(x) exp (ατun) dx

where to write the last two inequalities we have used tτ � tγ for t ∈ (0, 1] and
exp(t) − 1 � t exp(t) for every t � 0. Now, by using the fact that exp(2τt) =
(D1/τ (t) + 1)2τ � 22τ−1(D(t))2 + 1) and Hölder inequality with exponentsN/2 and
N/(N − 2), we obtain:

∫
Ω

∣∣∣∇D
(un

2

)∣∣∣2 dx � C∗
∫

Ω

f(x)
(
exp

(αun

2

))2τ

dx

� 22τ−1C∗
∫

Ω

f(x)
(
D1/τ

(un

2

)
+ 1
)2τ

dx

� 22τ−1C∗
(∫

Ω

f(x) dx+
∫

Ω

f(x)
(
D
(un

2

))2

dx
)

� 22τ−1C∗
(
‖f‖1 + ‖f‖N/2

∥∥∥D(un

2

)∥∥∥2

2N/(N−2)

)

C∗ :=
ατ

4
max{1, ατ}.

Now, by choosing α small enough such that αmax{1, ατ} < (23−2τ )/(τS(N)‖f‖N/2)
and using Sobolev’s embeddings, we obtain:

∥∥∥∇D
(un

2

)∥∥∥2

2
� 22τ−1C∗‖f‖1(

1 − 22τ−1C∗S(N)‖f‖N/2

) and
∫

Ω

exp
(

2Nατun

N − 2

)
dx � C

where C depends upon α, τ, S(N), ‖f‖N/2, |Ω| but independent of n.

Step 3: To prove the boundedness result when r > N/2, we use the classi-
cal arguments from the seminal paper of Stampacchia [47]. Choosing Gk(un) :=
(un − k)+ ∈ H1

0 (Ω) with k � 1 as a test function in the energy formulation (3.5).
Then, by using Sobolev embeddings, the Hölder inequality, fn � f and lemma 3.2,
we get:

(∫
Ak

|Gk(un)|2N/(N−2) dx
)(N−2)/N

�
∫

Ak

|∇Gk(un)|2 dx =
∫

Ω

∇un · ∇Gk(un) dx

�
∫

Ω

fn

(un + 1/n)γGk(un) dx �
∫

Ak

fn(x)Gk(un) dx

� C‖f‖Lr(Ω)

(∫
Ak

(Gk(un))2N/(N−2)

)(N−2)/2N

|Ak|1−((N−2)/2N)−1/r (4.10)
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where Ak := {x ∈ Ω : un(x) � k}. Let h > k � 1, then Ah⊂Ak and Gk(un)�h− k
for x ∈ Ah. Now, by manipulating the estimate in (4.10) with above facts, we obtain:

|h− k||Ah|(N−2)/2N �
(∫

Ah

|Gk(un)|2N/(N−2) dx
)(N−2)/2N

�
(∫

Ak

|Gk(un)|2N/(N−2) dx
)(N−2)/2N

� C‖f‖Lr(Ω)|Ak|1−((N−2)/2N)−1/r

which further implies:

|A(h)| � C
‖f‖2N/(N−2)

Lr(Ω) |Ak|2N/(N−2)(1−((N−2)/2N)−1/r)

|h− k|2N/(N−2)
.

Since, r > N/2, we have that

2N
N − 2

(
1 − N − 2

2N
− 1
r

)
> 1.

Hence, we apply lemma A.5 with the choice of ψ(k) = |Ak|, consequently there
exists k0 such that ψ(k) = 0 for all k � k0 and thus our claim.

Step 4: Let r ∈ [1, r�) and q < 2 defined as in the statement of theorem. Observe
that for any r ∈ [1, r�), Sr ∈ [γ, 1) and

(1 − Sr)q
2 − q

=
Nr(1 + γ)
N − 2r

= σr. (4.11)

By applying Hölder inequality with exponent 2/q and 2/(2 − q) and using claim in
step 1, we get:∫

Ω

|∇un|q dx =
∫

Ω

|∇un|q

u
((1−Sr)q)/2
n

u((1−Sr)q)/2
n dx

�
(∫

Ω

uSr−1
n |∇un|2 dx

)q/2(∫
Ω

u((1−Sr)q)/(2−q)
n dx

)(2−q)/2

�
(

4
(Sr + 1)2

∫
Ω

|∇u(Sr+1)/2
n |2 dx

)q/2(∫
Ω

uσr
n

)(2−q)/2

� C (independent of n).

As a special case, when r ∈ [1,∞], γ = 1 or r � r� and 0 � γ < 1, the proof of claim
(i) can repeated by taking Sr = 1 and which further implies that un is uniformly
bounded in H1

0 (Ω). �

Remark 4.2.

• From lemma 4.1(i), (iv) and lemma 3.2(iii), we observe that for any γ � 1, r � 1,
and 0 � γ < 1, r � r�, un is uniformly bounded in H1

loc(Ω) since Sr � 1.
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• From (4.11), we observe that for any 0 � γ < 1:

q =
2σ

1 − Sr + σ

which implies that there is a kind of ‘continuity’ in the summability exponent
q. Precisely, as r → r�, Sr → 1 and q → 2.

Lemma 4.3. Assume that f ∈ Lr(Ω)\{0} is non-negative and (r, γ) ∈ Pr,γ . Let un

be the weak solution of problem (Pn). Then,

u(S+1)/2
n is uniformly bounded in H1

0 (Ω) with S∈

⎧⎪⎨
⎪⎩

(0, γ] if γ +
1
r
< 1,(

γ − 1+
1
r
, γ

]
if γ+

1
r

� 1.

Proof. Taking (un + ε)S − εS as a test function in (3.5) for ε ∈ (0, 1/n) and S ∈
(0, γ] and using lower-boundary estimates in theorem 3.3, we obtain:

∫
Ω

∇un · ∇(un + ε)S dx+
C(N, s)

2

∫
RN∫

RN

(un(x) − un(y))((un + ε)S(x) − (un + ε)S(y))
|x− y|N+2s

dxdy

�
∫

Ω

fn(x)
(un + ε)γ−S

dx � C

∫
Ω

f(x)
δγ−S(x)

dx

� C‖f‖Lr(Ω)

(∫
Ω

δ(−r(γ−S))/(r−1)(x) dx
)(r−1)/r

� C(‖f‖Lr(Ω), N,Ω, r) if
−r(γ − S)
r − 1

> −1 and S > 0 (4.12)

where the last condition is equivalent to

−r(γ − S)
r − 1

> −1 and S > 0 if and only if S ∈

⎧⎪⎪⎨
⎪⎪⎩

(0, γ] if γ +
1
r
<1,(

γ − 1+
1
r
, γ

]
if γ+

1
r

�1.

Now, by using the same arguments as in the proof of lemma 4.1(i) and passing
ε→ 0, we obtain our claim. �

4.2. Green’s function estimates

In this section, we prove a series of lemmas involving the upper and lower estimate
of the action of the Green operator on the logarithmic perturbation of the distance
function. A similar type of Green estimate for a large class of nonlocal operators is
proved in [9]. For estimates near the boundary, i.e. in Ωη, we partition the set into
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the following five components: for this, we partition the set Ωη into the following
five components:

Ω1 := B(x, δ(x)/2), Ω2 := Ωη\B(x, 1),

Ω3 := {y : δ(y) < δ(x)/2} ∩B(x, 1), Ω4 :=
{
y :

3δ(x)
2

< δ(y) < η

}
∩B(x, 1),

Ω5 :=
{
y :

δ(x)
2

< δ(y) <
3δ(x)

2

}
∩ (B(x, 1)\B(x, δ(x)/2)) ,

and set �(t) = ln(DΩ/t). For x ∈ Ωη, we denote φx : B(x, 1) → B(0, 1) be a
diffeomorphism such that:

φx(Ω ∩B(x, 1)) = B(0, 1) ∩ {y ∈ R
N : y · eN > 0},

φx(y) · eN = δ(y) for y ∈ B(x, 1) and φx(x) = δ(x)eN .

Lemma 4.4. For Ξ ∈ [0, 1), we have

G
Ω

[
�−Ξ(δ(·))
δ(·)

]
(x) � δ(x)�1−Ξ(δ(x)) ∀ x ∈ Ω.

Proof. Let η > 0 small. We begin by splitting the integrals over two regions Ωη and
Ω\Ωη as follows:

G
Ω

[
�−Ξ(δ(·))
δ(·)

]
(x) =

5∑
i=1

∫
Ωi

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy +
∫

Ω\Ωη

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy

:=
5∑

i=1

I
(i)
1 (x) + I2(x). (4.13)

As we know that I(i)
1 (x), I2(x) � 0 for every x ∈ Ω and i = 1, 2, . . . , 5, so it is enough

to find the lower estimate of the term I
(4)
1 when x ∈ Ωη/2, and the lower estimate

of the term I2 when x ∈ Ω\Ωη/2. For y ∈ Ω4 and x ∈ Ωη/2, we have

(
δ(x)δ(y)
|x− y|2 ∧ 1

)
� δ(x)δ(y)

|x− y|2 , �−Ξ(δ(x)) � �−Ξ(δ(y)).

Therefore,

I1(x) �
∫

Ω4

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � �−Ξ(δ(x))
∫

Ω4

GΩ(x, y)
δ(y)

dy := �−Ξ(δ(x))J

(4.14)
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Now, by using estimates on [2, proof of Lemma 3.3, p. 40] and performing change
of variables via diffeomorphism φx, we obtain:

J � δ(x)
∫
{3δ(x)/2<wN <η}∩B(0,1)

1
(|δ(x) − wN | + |w′|)N

dwN dw′

= δ(x)
∫ η/δ(x)

3/2

∫ 1/δ(x)

0

tN−2

(|1 − h| + t)N
dtdh

= δ(x)
∫ η/δ(x)

3/2

1
(h− 1)

∫ 1/(h−1)δ(x)

0

rN−2

(1 + r)N
dr dh

� δ(x)
∫ η/δ(x)

3/2

1
(h− 1)

∫ 1/(h−1)δ(x)

1

1
(1 + r)2

dr dh � δ(x)
∫ η/δ(x)

3/2

1
(h− 1)

dh

� δ(x)
∫ η/δ(x)

3/2

1
h

dh = δ(x)
(

ln
(

η

δ(x)

)
− ln

(
3
2

))
. (4.15)

By combining (4.13)–(4.15), we obtain:

G
Ω

[
1
δ(·)�

−Ξ(δ(·))
]

(x) � I1(x) � Cδ(x)�1−Ξ(δ(x)) for x ∈ Ωη/2 (4.16)

where the constant is independent of the parameter Ξ. Let x ∈ Ω\Ωη/2 > 0. Since
the operator G

Ω maps L∞
c (Ω) → δγC(Ω) [2, Theorem 2.10], therefore we have the

following estimates:

I2(x) =
∫

Ω\Ωη

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � �−Ξ(η)GΩ
[χΩ\Ωη

δ

]
(x)

� C�−Ξ
(η

2

)
δ(x) � C(η)�1−Ξ

(η
2

)
δ(x) � C(η)�1−Ξ (δ(x)) δ(x). (4.17)

Finally, by combining (4.16) and (4.17), we obtain our claim. �

Lemma 4.5. For Ξ ∈ (0, 1) following estimate holds:

G
Ω

[
1
δ(·)�

−Ξ(δ(·))
]

(x) � δ(x)�1−Ξ(δ(x)) ∀ x ∈ Ω.

Proof. Let I1(x) and I2(x) as in (4.13). To derive the estimate for I1, we divide the
proof into two cases depending upon the location of the point x.

Case 1: x ∈ Ωη/2.
By partitioning the domain of integral I1(x) over {Ωi}5

i=1, we find the upper
estimates over each subdomain Ωi. Observing, for y1 ∈ Ω1 and y2 ∈ ∪5

i=2Ωi, we
have (

δ(x)δ(y1)
|x− y1|2

∧ 1
)

� 1 and
(
δ(x)δ(y2)
|x− y2|2

∧ 1
)

� δ(x)δ(y2)
|x− y2|2

.

Now, by again using the change of variables via diffeomorphism φx and [2, proof of
Lemma 3.3], we get estimates in each domain.
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Estimate over Ω1: Choosing η small enough such that 0 < η < 2DΩ/exp(1), for
some c ∈ (0, 1), we have, for any y ∈ Ω1:

δ(y) � 3
2
δ(x), �−Ξ(δ(y)) � c−Ξ�−Ξ(δ(x)) � c−1�−Ξ(δ(x)).

Therefore,

∫
Ω1

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � c−1�−Ξ(δ(x))
1

δ(x)

∫
B(x,δ(x)/2)

1
|x− y|N−2

dy

� c−1�−Ξ(δ(x))δ(x) � C�1−Ξ(δ(x))δ(x),

where C is independent of parameter Ξ.

Estimate over Ω2:

∫
Ω2

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � �−Ξ (η) δ(x)
∫

Ω2

1
|x− y|n dy � C(η) �1−Ξ(δ(x))δ(x),

where C is independent of parameter Ξ.

Estimate over Ω3: We note that, for any y ∈ Ω3, �−Ξ(δ(y)) � �−Ξ(δ(x)). Therefore,

∫
Ω3

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � �−Ξ(δ(x))δ(x)
∫

Ω3

1
|x− y|N dy

� �−Ξ(δ(x))δ(x)
∫
|w′|<1

∫ δ(x)/2

0

1
(|δ(x) − wN | + |w′|)N

dwN dw′

� �−Ξ(δ(x))δ(x)
∫ 1/δ(x)

0

∫ 1/2

0

hN−2

((1 − t) + h)N
dtdh

� �−Ξ(δ(x))δ(x)
∫ 1/δ(x)

0

hN−2

(1 + h)N
dh � C(η)�1−Ξ(δ(x))δ(x).

Estimate over Ω4: We have

∫
Ω4

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � δ(x)
∫

Ω4

1
|x− y|N�Ξ(δ(y))

dy

� δ(x)
∫
{3δ(x)/2<wN <η}∩B(0,1)

1
(|δ(x) − wN | + |w′|)N �Ξ(wN )

dwN dw′

= δ(x)
∫ η/δ(x)

3/2

∫ 1/δ(x)

0

tN−2

(|1 − h| + t)N�Ξ(hδ(x))
dtdh
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= δ(x)
∫ η/δ(x)

3/2

1
(h− 1)�Ξ(hδ(x))

∫ 1/(h−1)δ(x)

0

rN−2

(1 + r)N
dr dh

� δ(x)
∫ η/δ(x)

3/2

1
(h− 1)�Ξ(hδ(x))

∫ 1/(h−1)δ(x)

0

1
(1 + r)2

dr dh

� δ(x)
∫ η/δ(x)

3/2

1
(h− 1)�Ξ(hδ(x))

dh � δ(x)
∫ η/δ(x)

3/2

�−Ξ(hδ(x))
h

dh

� δ(x)
∫ ln(2DΩ/3δ(x))

ln(DΩ/η)

1
tΞ

dt � C(η)
(1 − Ξ)

�1−Ξ(δ(x))δ(x)

Estimate over Ω5: Again, by choosing η small enough such that η < 2A/exp(1), for
some c ∈ (0, 1), we have, for y ∈ Ω5:

δ(y) � 3
2
δ(x) and �−Ξ(δ(y)) � c−Ξ�−Ξ(δ(x)) � c−1�−Ξ(δ(x)).

Therefore,∫
Ω5

GΩ(x, y)
δ(y)

�−Ξ(δ(y)) dy � δγ(x)
∫

Ω5

1
|x− y|N �−Ξ(δ(y))

dy

� δ(x)�−Ξ(δ(x))
∫

Ω5

1
|x− y|N dy � δ(x)�−Ξ(δ(x))

∫ 3δ(x)/2

δ(x)/2∫ 1

δ(x)/2

tN−2

((δ(x) − h) + t)N
dtdh

� δ(x)�−Ξ(δ(x))
∫ 1

δ(x)/2

t−1

∫ δ(x)/2t

−δ(x)/2t

1
(|r| + 1)N

dr dt

� δ(x)�−Ξ(δ(x))
∫ 1/δ(x)

1/2

ρ−1

∫ 1/ρ

0

1
(r + 1)N

dr dρ � C(η)�1−Ξ(δ(x))δ(x).

Case 2: x ∈ Ω\Ωη/2.
Using the estimates from the proof of Lemma 3.2 [2, p. 37], for η small enough,

we obtain:

I1(x) � �−Ξ(η)δ(x)

(∫
Ωη/4

GΩ(x, y)
δ(y)

dy +
∫

Ωη\Ωη/4

GΩ(x, y)
δ(y)

dy

)

� C�−Ξ(η)δ(x)
(

1 +
1
η

)
� C(DΩ, η)�1−Ξ(δ(x))δ(x).

For any x ∈ Ω, we have the following estimate for I2(x):

I2(x) � ln−Ξ (2)
η

G
Ω[χΩ](x) � C(DΩ)�1−Ξ(δ(x))δ(x)

1
η�1−Ξ (η/2)

� C(DΩ, η)�1−Ξ(δ(x))δ(x). (4.18)

https://doi.org/10.1017/prm.2023.80 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2023.80


30 R. Arora and V. D. Rădulescu

Finally, by collecting all the estimates in {Ωi} in case 1, and case 2 and (4.18), we
get the desired upper estimate. �

Denote

β :=
2γ + ζ

γ + 1
κ := 2 − β =

2 − ζ

γ + 1
. (4.19)

Lemma 4.6. For 0 < ε, η < 1, N � 3 and γ > 1, there exist positive constant
C1, C2 > 0 such that the following hold:

G
Ω

[
1

(δ + ε1/κ)β
χΩη

]
(x) �

(
1
2
(δ(x) + ε1/κ)κ − ε

)
∀ x ∈ Ωη/2 (4.20)

and

G
Ω

[
1

(δ + ε1/κ)β

]
(x) � (δ(x) + ε1/κ)κ − ε ∀ x ∈ Ωc

η/2. (4.21)

Proof. Denote ε1 = ε1/κ and Bx
δ := {y ∈ Ω : |x− y| < δ(x)/2} ⊂ Ωη. Fix x ∈ Ωη/2.

Then, for y ∈ Bx
δ , we have

(
δ(x)

|x− y| ∧ 1
)

� 1,
(

δ(y)
|x− y| ∧ 1

)
� 1 and

1
(δ(y) + ε1)β

�
(

2
3

)β 1
(δ(x) + ε1)β

.

(4.22)
Using (4.22), we obtain the following:

G
Ω

[
1

(δ + ε1)β
χΩη

]
(x) =

∫
Ωη

GΩ(x, y)
(δ(y) + ε1)β

dy

� C

∫
Bx

δ

1
(δ(y) + ε1)β

1
|x− y|N−2

(
δ(x)δ(y)
|x− y|2 ∧ 1

)
dy,

� C

∫
Bx

δ

1
(δ(y) + ε1)β

1
|x− y|N−2

(
δ(x)

|x− y| ∧ 1
)(

δ(y)
|x− y| ∧ 1

)
dy,

� C ′

(δ(x) + ε1)β

∫
Bx

δ

1
|x− y|N−2

dy =
C ′′δ(x)2

(δ(x) + ε1)β

� C ′′
(

1
2
(δ(x) + ε1)κ − ε21

(δ(x) + ε1)β

)

� C1

(
1
2
(δ(x) + ε1/κ)κ − ε

)
. (4.23)

For the second claim: let x ∈ Ωc
η/2. Then, by using [2, Theorem 3.4], we get:

G
Ω

[
1

(δ + ε1)β

]
(x) � 1

(DΩ + 1)β
G

Ω[χΩ](x) � cδ(x) � c2(δ(x) + ε1/κ)κ − ε,

where c2 = c2(η, κ,DΩ). �
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4.3. Singular weights

4.3.1. Boundary behaviour Let ϕ1 and λ1 are first eigenfunction and eigenvalue for
the mixed local–nonlocal operator (−Δ) + (−Δ)s such that (see [24, Proposition
3.7] and [17, Propositions 5.3, 5.4]):

ϕ1 � δγ and ϕ1 = λ1G
Ω[ϕ1] in Ω. (4.24)

Lemma 4.7. Let un be the weak solution of problem (Pn), then for any γ > 0 and
ζ � 0, there exist a constant C0 > 0 independent of n and x ∈ Ω such that C0δ(x) �
un(x). Moreover, for ζ ∈ [0, 2), we have

1. if ζ + γ � 1, there exist two constants C1, C2 > 0 independent of n and x ∈ Ω
such that

C1δ(x) � un(x) � C2δ(x)

⎧⎨
⎩

1 if ζ + γ < 1,

ln
(

DΩ

δ(x)

)
if ζ + γ = 1, for x ∈ Ω. (4.25)

2. if ζ + γ > 1, there exist two constants C1, C2 and C3 > 0 independent of n
and x ∈ Ω such that

C1(δ(x) + n(−(1+γ))/((2−ζ)))(2−ζ)/(γ+1) − C2n−1 � un(x)

� C3δ(2−ζ)/(γ+1)(x) for x ∈ Ω. (4.26)

Proof. To prove the boundary behaviour, we divide our study into three cases:

Case 1: ζ + γ � 1.
Using the integral representation in (3.10), lower-boundary behaviour in (3.11),

fn � f , and lemma A.3, we get:

un(x) =
∫

Ω

G(x, y)fn(y)
(un + 1/n)γ

dy �
∫

Ω

G(x, y)f(y)
uγ

n
dy

� G
Ω

[
1

δγ+ζ

]
� δ(x)

⎧⎨
⎩

1 if ζ + γ < 1,

ln
(

DΩ

δ(x)

)
if ζ + γ = 1. (4.27)

Using (4.27) and estimates in theorem 3.3, we obtain our first claim.

Case 2: ζ + γ > 1.
For n ∈ N and κ > 0, we define hεn

:= 1/((δ + ε
1/κ
n )2−κ) ∈ L∞(Ω) with εn = 1/n.

Since γ > 1 and ζ < 2, we choose:

κ =
2 − ζ

γ + 1
such that κγ + ζ = 2 − κ.

Then, from lemma 3.1, there exists a unique positive weak solution vεn
∈ H1

0 (Ω) ∩
L∞(Ω) of the following problem:{

Δvεn
+ (−Δ)svεn

= hεn
, vεn

> 0 in Ω,

vεn
= 0 in R

N\Ω,
(Sεn

)
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Set εn1 = εn
1/κ > 0. Using the uniqueness property of vεn

, integral representation
of the solution via Green function and lemma A.3, we obtain:

vεn
= G

Ω

[
1

(δ + εn1 )2−κ

]
� G

Ω

[
1

δ2−κ

]
� Cδκ in Ω if κ > 1, (4.28)

and on the other hand for 0 < η < 1, lemma 4.6 gives

vεn
(x) = G

Ω

[
1

(δ + εn1 )2−κ

]
(x)

�

⎧⎨
⎩G

Ω

[
1

(δ + εn1 )2−κ
χΩη

]
(x) �

(
1
2
(δ(x) + εn1 )κ − εn

)
if x ∈ Ωη/2,

(δ(x) + εn1 )κ − εn if x ∈ Ω\Ωη/2,

�
(

1
2
(δ(x) + εn1 )κ − εn

)
, x ∈ Ω if γ > 1 and ζ < 2. (4.29)

Collecting the estimates in (4.28)–(4.29), there exists a constant C3, C4 > 0
independent of n such that

C3

(
1
2
(δ(x) + εn1 )κ − εn

)
� vεn

(x) � C4δ(x)κ, x ∈ Ω if γ > 1 and ζ < 2. (4.30)

Define

uεn = cηvεn
with 0 < cη <

C1

C4

(η
2

)1−κ

,

where C1, C4 are defined in (4.25) and (4.30), respectively. We note that cη is
independent of εn such that

uεn � un in Ω\Ωη/2

and

(uεn + εn) � 2C4cη(δ + εn1 )κ + (1 − C4cη)εn in Ω.

If 2C4cη(δ(x) + εn1 )κ � (1 − C4cη)εn then by choosing η small enough such that
cη < G1/(γ+1)

1 (4C4)−(γ/(γ+1)), we have

(−Δ)uεn + (−Δ)suεn = cη(δ + εn1 )−(2−κ) < G1(4C4cη)−γ(δ + εn1 )−κγ−ζ

� fεn
(x) (uεn + εn)−γ in Ω,

where G1 is defined in (3.4).
If 2C4cη(δ(x) + εn1 )κ � (1 − C4cη)εn then again by choosing η small enough such

that C4cη < 1 and cη < G1(2(1 − C4cη))−q , we have

(−Δ)uεn + (−Δ)suεn = cη(δ + εn1 )−(2−κ) � G1(2(1 − C4cη))−q(δ + εn1 )−κγ−ζ

� fεn
(x)(1 − C4cη)−q(2εn)−γ � fεn

(x) (uεn + εn)−γ in Ω.

Now, by considering both the cases and applying the weak comparison principle
in Ωη/2 for un and uεn , we get uεn � un in Ω, namely there exist constants 0 <
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C1, C2 < 1/2 (by taking η small enough) such that

C1(δ + εn1 )κ − C2εn � un in Ω. (4.31)

Finally, by using the integral representation, we obtain:

un = G
Ω

[
fεn

(x)
(un + εn)γ

]
� G

Ω

[
fεn

(x)
(C1(δ + εn1 )κ + (1 − C2)εn)γ

]

� G
Ω

[
1

δκγ+ζ

]
= G

Ω

[
1

δ2−κ

]
� δκ if γ > 1 and ζ < 2. (4.32)

�

4.3.2. Sobolev regularity estimates

Lemma 4.8. Let γ > 0, ζ ∈ [0, 2) and un be the weak solution of problem (Pn).
Then,

u
L+1

2
n is uniformly bounded in H1

0 (Ω) for any L >

{
0 if ζ + γ � 1,
L∗ if ζ + γ > 1,

where L∗ :=
γ + ζ − 1

2 − ζ
.

Proof. Let n ∈ N and un be the weak solution of problem (Pn) given by lemma
3.2. Since, un ∈ L∞(Ω) ∩H1

0 (Ω) and positive, then for any ε > 0 and L > 0, (un +
ε)L − εL belongs to H1

0 (Ω), therefore, an admissible test function in (3.5). Taking
it so for ε ∈ (0, 1/n) and passing ε→ 0 as in the proof of lemma 4.1(i), we obtain:

4L

(L + 1)2

∫
Ω

|∇u(L+1)/2
n |2 dx+

2C(N, s)L
(L + 1)2

∫
RN∫

RN

((u(L+1)/2
n (x) − u

(L+1)/2
n (y))2

|x− y|N+2s
dxdy

�
∫

Ω

fn(x)uL−γ
n dx := G(un). (4.33)

Now, to estimate the right-hand side term in (4.33), we divide the proof into three
cases. Using (3.4) and (4.25), we obtain the following:

Case 1: ζ + γ < 1.

G(un) �
∫

Ω

fn(x)uL−γ
n dx � G2

∫
Ω

uL−γ
n

δζ(x)
dx �

∫
Ω

uL−γ−ζ
n dx

�
∫

Ω

δL−γ−ζ(x) dx � C if L > γ + ζ − 1. (4.34)

where L > γ + ζ − 1 holds trivially.

Case 2: ζ + γ = 1.
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Since L > 0, we can choose χ ∈ (0,L) small enough such that

max
{

lnζ

(
DΩ

δ(x)

)
, lnL−γ

(
DΩ

δ(x)

)}
� C(DΩ, ζ,L, γ)δ−χ(x) for all x ∈ Ω.

Then, we have

G(un) �
∫

Ω

fn(x)uL−γ
n dx � G2

∫
Ω

uL−γ
n

δζ(x)
dx �

∫
Ω

lnζ

(
DΩ

δ(x)

)
uL−1

n dx

�

⎧⎪⎪⎨
⎪⎪⎩
∫
Ω

lnL−γ

(
DΩ

δ(x)

)
δL−1(x) dx if L � 1,

∫
Ω

lnζ

(
DΩ

δ(x)

)
δL−1(x) dx if L < 1,

�
∫

Ω

δL−1−χ(x) dx � C if L > χ. (4.35)

Case 3: ζ + γ > 1.

G(un) �
∫

Ω

fn(x)uL−γ
n dx � G2

∫
Ω

uL−γ
n

δζ(x)
dx = G2∫

Ω

uL−γ
n

(
δ(2−ζ)/((γ+1))(x)

)(−ζ(γ+1))/(2−ζ)

dx

�
∫

Ω

uL−γ−((ζ(γ+1))/(2−ζ)
n ) dx �

∫
Ω

δ(L−γ)((2−ζ)/((γ+1)−ζ))(x) dx

� C if L >
γ + ζ − 1

2 − ζ
. (4.36)

Collecting the estimates in (4.34)–(4.36), we obtain:∫
Ω

|∇u(L+1)/2
n |2 dx � (L + 1)2

4L
G(un) � C(L, γ, ζ) for all L

>

⎧⎨
⎩

0 if ζ + γ � 1,
γ + ζ − 1

2 − ζ
if ζ + γ > 1.

�

5. Existence, summability and Sobolev regularity results

5.1. Proof of theorem 2.1

Let (r, γ) ∈ Pr,γ ∩ {(r, γ) : r ∈ [1, r�), 0 � γ < 1} and un be the weak solution of
problem (Pn) in the sense that∫

Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(un + 1/n)γ

ψ dx ∀ψ ∈ H1
0 (Ω). (5.1)
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From lemma 4.1(iv), we know that un is uniformly bounded in W 1,q
0 (Ω) with

q := (Nr(1 + γ))/(N − r(1 − γ)). Then, there exists a u ∈W 1,q
0 (Ω) such that

un ⇀ u in W 1,q
0 (Ω), un → u in Lj(Ω) for 1 � j < σr and a.e. in R

N . (5.2)

Since, for any ψ ∈W 1,q′
0 (Ω):

W 1,q
0 (Ω) � f �→

∫
Ω

∇f · ∇ψ dx+
C(N, s)

2

∫
RN∫

RN

(f(x) − f(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

is a bounded linear functional on W 1,q
0 (Ω). Then for every ψ ∈W 1,q′

0 (Ω), we obtain:∫
Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

→
∫

Ω

∇u · ∇ψ dx+
C(N, s)

2∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy as n→ ∞ (5.3)

and using the fact that fn � f , C1(ω) � u1 � un a.e. in ω � Ω and Lebesgue-
dominated convergence theorem we get:∫

Ω

fn(x)
(un + 1/n)γ

ψ dx→
∫

Ω

f(x)
uγ

ψ dx as n

→ ∞ for ψ ∈ Lr′
(Ω) with supp(ψ) � Ω. (5.4)

Passing limit n→ ∞ in (5.1) and using (5.3)–(5.4), we obtain our claim.

5.2. Proof of theorem 2.2

Let (r, γ) ∈ Pr,γ\{(r, γ) : r ∈ [1, r�), 0 � γ < 1} and un be the weak solution of
problem (Pn) and satisfies (5.1). From lemma 4.1, we know that u(Sr+1)/r

n is uni-
formly bounded in H1

0 (Ω). The condition (r, γ) ∈ Pr,γ\{(r, γ) : r ∈ [1, r�), 0 � γ <
1} implies Sr � 1. Together with the fact that for every compact subset ω � Ω
there exists C = C(ω) independent of n such that 0 < C(ω) � un(x) for x ∈ ω, we
get un is uniformly bounded in H1

loc(Ω). Precisely,∫
ω

|∇un|2 dx � C−(Sr−1)

∫
ω

u(Sr−1)
n |∇un|2 dx � 4C−(Sr−1)

(Sr + 1)∫
ω

|∇u(Sr+1)/2
n |2 dx � C1

where C1 is independent of n. Then, there exists a u ∈ H1
loc(Ω) such that

un ⇀ u in H1
loc(Ω), un → u in Lj

loc(Ω) for 1 � j < 2∗ and a.e. in R
N . (5.5)

Therefore, by using the weak convergence property and adopting the same argu-
ments from [21, Theorem 3.6], we are able to pass limits in the left-hand side of
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(5.1), i.e. for any ψ ∈ H1
loc(Ω) with supp(ψ) � Ω:∫

Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

→
∫

Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN∫

RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy as n→ ∞. (5.6)

Now, by repeating the same arguments as from the proof of theorem 2.1 for the
limit passage in the right-hand side term and by passing the limit n→ ∞ using
(5.6), we obtain our claim.

5.3. Proof of theorem 2.3

Let u be the weak solution of problem (1.2) obtained from the approximable
solution un of problem (Pn).

(i) Let r ∈ [1, N/2) and N > 2. Then, from lemma 4.1, we know that u(Sr+1)/2
n

is uniformly bounded in H1
0 (Ω) which further implies that there exists a

v ∈ H1
0 (Ω) such that u(Sr+1)/2

n ⇀ v inH1
0 (Ω) and by Sobolev’s embedding, we

get u(Sr+1)/2
n → v in Lj(Ω) for every 1 � j < 2∗ and a.e. in R

N . Together with
convergence estimate in (5.2) and (5.5), we obtain v = u(Sr+1)/2 a.e. in R

N .
The remaining estimates follows from using the embedding Lr(Ω) ↪→ Lj(Ω)
and repeating the same proof by replacing Sr by Sj .

(ii) Let r = N/2 and N � 2. Again from lemma 4.1, we imply that H(un/2) in
case of 0 � γ � 1 and D(un/2) in case of γ > 1 are uniformly bounded in
H1

0 (Ω) which further implies that there exist v1, v2 ∈ H1
0 (Ω) such that

0 � γ � 1 : H
(un

2

)
⇀ v1 in H1

0 (Ω) and H
(un

2

)
→ v1 in Lj(Ω) for every 1 � j < 2∗ and a.e. in R

N ,

γ > 1 : D
(un

2

)
⇀ v2 in H1

0 (Ω) and D
(un

2

)
→ v2 in Lj(Ω) for every 1 � j < 2∗ and a.e. in R

N .

Using the above estimate with the convergence properties in (5.2) and (5.5),
we identify the limit functions v1 and v2 as

v1 = H
(u

2

)
and v2 = D

(u
2

)
a.e. in R

N .

(iii) From lemma 4.1, we know that un is uniformly bounded in L∞(Ω) when
r > N/2 and hence u ∈ L∞(Ω).

(iv) The first part in the claim follows from the proof of theorem 2.1 and the
second part of the claim follows using the embedding Lr(Ω) ↪→ L1(Ω) for
1 � r � ∞ and by repeating the proof of theorems 2.1 and 2.2 with Sr = 1.
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5.4. Proof of theorem 2.4

The convergence estimate in the proof of theorems 2.1 and 2.2, and the uniform
a priori estimates in lemma 4.3 implies the required claim. The only if statement
in proving optimal Sobolev regularity follows from the Hardy inequality and the
boundary behaviour of the weak solution. Precisely, if

S � 0 and γ +
1
r
< 1, then u(S+1)/2 /∈ H1

0 (Ω).

Indeed, in this case, we have

‖u(S+1)/2‖2
H1

0 (Ω) � C

∫
Ω

|u(S+1)/2(x)|2
|d(x)|2 dx � C

∫
Ω

dS−1(x) dx = ∞

and hence, we deduce u(S+1)/2 /∈ H1
0 (Ω).

5.5. Proof of theorem 2.5

Let u and v be two weak solutions of problems (1.2)–(1.3) for datum f and
g, respectively, obtained in theorems 2.1 and 2.2. Let {un}n∈N, {vn}n∈N ⊂ H1

0 (Ω) ∩
l∞(Ω) are sequence of the solutions of the nonsingular approximating problem (Pn)
for n ∈ N where fn and gn are increasing sequences such that fn → f and gn → g
in Lr(Ω). By taking [(un − vn)+ + ε]Sr − εSr as a test function in (3.5), we obtain:

Sr

∫
Ω

[ε + (un − vn)+]Sr−1∇(un − vn) · ∇(un − vn)+ dx

+

∫
Ω

gn

(vn + 1/n)γ ([(un − vn)++ε]Sr − εSr ) dx

+
C(N, s)

2

∫
RN∫

RN

((un − vn)(x) − (un − vn)(y))([(un − vn)++ε]Sr (x) − [(un − vn)++ε]Sr (y))

|x − y|N+2s
dx dy

=

∫
Ω

fn

(un + 1/n)γ ([(un − vn)++ε]Sr − εSr ) dx

In order to pass limits in the integrals on the left-hand side of the above equality,
we use Fatou’s lemma, and for the integral on the right-hand side, we use Lebesgue-
dominated convergence, since for ε < 1/n, and using (4.3) and (4.6), we have the
dominating function:

fn

(un + 1/n)γ ([(un − vn)++ε]Sr − εSr ) � fn(un + 1/n)Sr−γ

� f(u+ 1)Sr−γ � |f |r
r

+
(r − 1)
r

|u+ 1|σr .
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Therefore, we have

I1 + I2 + I3 := Sr

∫
Ω

(un − vn)Sr−1
+ ∇(un − vn) · ∇(un − vn)+ dx

+

∫
Ω

gn

(vn + 1/n)γ (un − vn)Sr
+ dx

+
C(N, s)

2

∫
RN∫

RN

((un − vn)(x) − (un − vn)(y))((un − vn)Sr
+ (x) − (un − vn)Sr

+ (y))

|x − y|N+2s
dx dy

�
∫
Ω

fn

(un + 1/n)γ (un − vn)Sr
+ dx := I4 (5.7)

Now, we separately estimate the integrals in the above inequality.

Estimate for I4: With the choice of Sr in (4.3) and (4.6):

0 � fn

(un + 1/n)γ (un − vn)Sr
+ � fuSr−γ � |f |r

r
+

(r − 1)
r

|u|σr , (5.8)

and the fact that un → u and vn → v a.e. in Ω, Lebesgue-dominated convergence
theorem implies:

I4 →
∫

Ω

f

uγ
(u− v)Sr

+ dx (5.9)

Estimate for I2 + I3: It is easy to see that

((un − vn)(x) − (un − vn)(y))((un − vn)Sr
+ (x) − (un − vn)Sr

+ (y)) � 0

for (x, y) ∈ R
N × R

N . (5.10)

Now, by using the Fatou’s lemma and (5.10) we obtain:

∫
Ω

g

vγ
(u− v)Sr

+ dx � lim inf
n→∞ I2 + I3 (5.11)

Estimate for I1: For this we divide the proof into two cases: Sr � 1 and Sr > 1.
In the first case, for every δ > 0, we have

4Sr

(Sr+1)2

∫
Ω

∣∣∣∇ [(un−vn)++δ](Sr+1)/2
∣∣∣2 dx=Sr

∫
Ω

|∇(un − vn)+|2

((un − vn)++δ)1−Sr
dx�I1.

Together with the estimate in (5.8) and (5.10), we obtain [(un − vn)+ + δ](Sr+1)/2 is
uniformly bounded in L2 and which combined with the a.e. convergence un − vn →
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u− v in H1
0 (Ω), we obtain:

[(un − vn)++δ](Sr+1)/2
⇀ [(u− v)++δ](Sr+1)/2 in H1

0 (Ω)

and the weak lower semicontinuity of the norm gives

Sr

∫
Ω

|∇(u− v)+|2

((u− v)++δ)1−Sr
dx =

4Sr

(Sr + 1)2

∫
Ω

∣∣∣∇ [(u− v)++δ](Sr+1)/2
∣∣∣2 dx

� lim inf
n→∞

4Sr

(Sr + 1)2∫
Ω

∣∣∣∇ [(un − vn)++δ](Sr+1)/2
∣∣∣2 dx � lim inf

n→∞ I1.

Using monotone convergence theorem by taking δ decreasing to 0, we get:

Sr

∫
Ω

|∇(u− v)+|2

(u− v)1−Sr
+

dx � lim inf
n→∞ I1. (5.12)

In the second case, Sr > 1, taking δ = 0 and then reasoning as above, we get
the same estimate (5.12). Now, by passing n→ ∞ in (5.7) and using the above
convergence estimates in (5.9), (5.11) and (5.12), we obtain:

4Sr

(Sr + 1)2

∫
Ω

|∇(u− v)(Sr+1)/2
+ |2 dx �

∫
Ω

(
f(x)
uγ

− g(x)
vγ

)
(u− v)Sr

+ dx

�
∫

Ω

(f(x) − g(x))
(u− v)Sr

+

uγ
dx

�
∫

Ω

(f(x) − g(x))(u− v)Sr−γ
+ dx. (5.13)

Now, by using Hölder inequality, Sobolev embeddings and using the relation of Sr

in (4.3) and (4.6), we obtain:

4Sr

(Sr + 1)2

∫
Ω

|∇(u− v)(Sr+1)/2
+ |2 dx

� ‖f − g‖Lr(Ω1)

(∫
Ω

(
(u− v)(Sr+1)/2

+

)2N/(N−2)

dx
)1/r′

� ‖f − g‖Lr(Ω1)

(
S(N)

∫
Ω

|∇(u− v)(Sr+1)/2
+ |2 dx

)N/(r′(N−2))

where Ω1 := {u � v}

which further implies

‖∇(u− v)(Sr+1)/2
+ ‖2

L2(Ω) � C‖f − g‖(r(N−2))/(N−2r)
Lr(Ω1)

where C

=
(

(Sr + 1)2

4Sr

)(r(N−2))/(N−2r)

(S(N))(N(r−1))/(N−2r)
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and analogously

‖∇(v − u)(Sr+1)/2
+ ‖2

L2(Ω) � C‖f − g‖(r(N−2))/(N−2r)
Lr(Ω\Ω1)

.

Proof of corollary 2.6. The proof follows from the inequality relation (5.13)
by taking f � g.

5.6. Proof of theorem 2.10

Let ζ + γ � 1 and un be the weak solution of problem (Pn) in the sense that∫
Ω

∇un · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(un(x) − un(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

fn(x)
(un + 1/n)γ

ψ dx ∀ψ ∈ H1
0 (Ω). (5.14)

From lemmas 4.8 and 4.7, we know that, for any L > 0, u(L+1)/2
n is uniformly

bounded in H1
0 (Ω) and un � Cδ(x) for x ∈ Ω and C > 0 independent of n.

Therefore, by taking L = 1, we obtain:

un ⇀ u in H1
0 (Ω), un → u in Lj(Ω) for 1 � j < 2∗ and a.e. in R

N . (5.15)

Using Hardy’s inequality, for any ψ ∈ H1
0 (Ω), fnψ/((un + 1/n)γ) is uniformly

integrable. Indeed,∫
Ω

fn(x)
(un+1/n)γ

ψ dx�
∫

Ω

f(x)
uγ

n
ψ dx �

∫
Ω

δ1−γ−ζ(x)
ψ

δ(x)
dx�‖ψ

δ
‖L2(Ω) �‖ψ‖H1

0 (Ω).

Finally, by using Vitali convergence theorem and convergence properties in (5.15),
we are able to pass limits in (5.14) and obtain∫

Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx ∀ψ ∈ H1
0 (Ω).

Finally, by comparison principle (see [21, Theorem 4.2]) for any n ∈ N, un � v a.e.
in Ω where v is another weak solution of (1.2)–(4.7). Passing to the limit n→ ∞
gives that u is a minimal solution.

5.7. Proof of theorem 2.11

Let ζ + γ > 1 and un be the weak solution of problem (Pn). From lemmas 4.8
and 3.2, we have, for any L > L∗, u(L+1)/2

n is uniformly bounded in H1
0 (Ω) and

un � C(ω) for x ∈ ω � Ω and C > 0 independent of n. Now, we divide the proof
into two cases:

Case 1: L∗ > 1.
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In this case, un is uniformly bounded in H1
loc(Ω). Precisely,∫

ω

|∇un|2 dx � C−(L−1)(ω)
∫

ω

u(L−1)
n |∇un|2 dx � 4C−(L−1)

(L + 1)∫
ω

|∇u(L+1)/2
n |2 dx � C0 (5.16)

where C0 is independent of n. Then, there exists a u ∈ H1
loc(Ω) such that

un ⇀ u in H1
loc(Ω), un → u in Lj

loc(Ω) for 1 � j < 2∗ and a.e. in R
N . (5.17)

Using Hardy’s inequality, we have for any ψ ∈ H1
0 (Ω) with supp(ψ) � Ω,

fnψ/((un + 1/n)γ) is uniformly integrable in L1(ω). Then, by using Vitali conver-
gence theorem, convergence properties in (5.17) and adopting the same arguments
from [21, Theorem 3.6], we are able to pass limits in (5.14), i.e. for any ψ ∈⋃

ω�ΩH
1
0 (ω):∫
Ω

∇u · ∇ψ dx+
C(N, s)

2

∫
RN

∫
RN

(u(x) − u(y))(ψ(x) − ψ(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
uγ

ψ dx.

Case 2: L∗ � 1.
In this case, un is uniformly bounded in H1

0 (Ω), precisely, by taking L = 1. Now,
by repeating the proof of theorem 2.10, we obtain our claim.

5.8. Proof of theorem 2.12

From theorems 2.10, 2.11, lemma 4.7 and using the fact that u := limn→∞ un is
a weak solution of the main problem (1.2), we obtain that u satisfies:

C1δ(x) � u(x) � C2δ(x)

⎧⎨
⎩

1 if ζ + γ < 1,

ln
(

DΩ

δ(x)

)
if ζ + γ = 1,

and

C1δ(2−ζ)/(γ+1)(x) � u(x) � C2δ(2−ζ)/(γ+1)(x).

Now, it only remains to prove the optimal-boundary behaviour in the case of ζ +
γ = 1. Let wΞ be the solution to the problem:⎧⎪⎨

⎪⎩
−ΔwΞ + (−Δ)swΞ =

1
δ

ln−Ξ

(
DΩ

δ

)
, wΞ > 0 in Ω,

wΞ = 0 in R
N\Ω,

(5.18)

where Ξ ∈ [0, 1). Then, by using the integral representation of the solution, lemmas
4.4 and 4.5, we obtain:

wΞ(x) :=

⎧⎨
⎩G

Ω

[
1
δ

ln−Ξ(
DΩ

δ
)
]

(x) if x ∈ Ω,

0 if x ∈ R
N\Ω,

(5.19)
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and there exists c1, c2 > 0 such that

c1δ(x)�1−Ξ(δ(x)) � wΞ(x) � c2δ(x)�1−Ξ(δ(x)) ∀ x ∈ Ω. (5.20)

Moreover, for any Ξ0 < 1, c1 and c2 are uniform for any 0 � Ξ � Ξ0. Now, we divide
the proof into two cases:

Case 1: ζ > 0.
Since u satisfies (4.25), γ + ζ = 1 and f ∈ Aζ , there exists d0, d1 > 0 such that

d0δ
−ζ(x) � f(x) � d1δ

−ζ(x) for x ∈ Ω and u satisfies:

(−Δ)(d0wγ) + (−Δ)s(d0wγ) = d0δ
−1(x) ln−γ

(
DΩ

δ(x)

)
� f(x)

uγ
= (−Δ)u+ (−Δ)su.

Now, by using the comparison principle and (5.20) with Ξ1 := γ, we obtain:

c1d0δ(x) ln1−Ξ1

(
DΩ

δ(x)

)
� d0wΞ1(x) � u(x) for x ∈ Ω

and

(−Δ)u+ (−Δ)su =
f(x)
uγ

� d1

(c1d0)γ
δ−1(x) ln−Ξ2

(
DΩ

δ(x)

)

= (−Δ)
(

d1

(c1d0)γ
wΞ2

)
+ (−Δ)s

(
d1

(c1d0)γ
wΞ2

)

where Ξ2 := γ(1 − Ξ1). Again, using the comparison principle, we obtain:

u(x) � d1

(c1d0)γ
wΞ2(x) � d1c2

(c1d0)γ
δ(x) ln1−Ξ2

(
DΩ

δ(x)

)
for x ∈ Ω

Iterating these estimates, we obtain for any j ∈ N

(c1d0)1+γ2+···+γ2j

(d1c2)γ+γ3+···+γ2j−1 δ(x) ln1−γ+γ2−γ3···−γ2j+1
(

DΩ

δ(x)

)
� u(x)

� (c1d0)1+γ2+···+γ2j

(d1c2)γ+γ3+···+γ2j+1 δ(x) ln1−γ+γ2···+γ2j+2
(

DΩ

δ(x)

)

Passing to the limit j → ∞, we obtain:

d2δ(x) ln1/(1+γ)

(
DΩ

δ(x)

)
� u(x) � d3δ(x) ln1/(1+γ)

(
DΩ

δ(x)

)

where d2, d3 > 0 are constants depending upon γ, d0, d1, c1 and c2.

Case 2: ζ = 0.
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In this case, by taking Ξ = 1/2 in (5.18) and (5.19), there exists c3, c4 > 0 such
that

c3δ(x) ln1/2

(
DΩ

δ(x)

)
� w1/2(x) � c4δ(x) ln1/2

(
DΩ

δ(x)

)
∀ x ∈ Ω, (5.21)

and for a positive constant C large enough, we have

(−Δ)(Cw1/2) + (−Δ)s(Cw1/2) � 1
Cw1/2

and (−Δ)
(w1/2

C

)

+ (−Δ)s
(w1/2

C

)
� C

w1/2
.

Therefore, again by comparison principle, we obtain:

c3
C
δ(x) ln1/2

(
DΩ

δ(x)

)
� u(x) � c4

C
δ(x) ln1/2

(
DΩ

δ(x)

)
∀ x ∈ Ω.

The only if statement in proving optimal Sobolev regularity follows from the Hardy
inequality and the boundary behaviour of the weak solution. Precisely, if

L �
{

0 if ζ + γ � 1,
L∗ if ζ + γ > 1, then u(L+1)/2 /∈ H1

0 (Ω).

Indeed, in case of ζ + γ � 1 and L � 0, we have

‖u(L+1)/2‖2
H1

0 (Ω) � C

∫
Ω

|u(L+1)/2(x)|2
|d(x)|2 dx � C

∫
Ω

dL−1(x) dx = ∞.

In the same way, if ζ + γ > 1 and L � L∗, then

‖u(L+1)/2‖2
H1

0 (Ω) � C

∫
Ω

|u(L+1)/2(x)|2
|d(x)|2 dx � C

∫
Ω

d(((L+1)(2−ζ))/(1+γ))−2(x) dx = ∞

and we deduce u(L+1)/2 /∈ H1
0 (Ω).

5.9. Proof of theorem 2.13

Let ζ � 2 and f ∈ Aζ . We choose Γ ∈ (0, 1) and ζ0 < 2 such that g(x) � f(x)
for g ∈ Aζ0 and the constant Γ is independent of ζ0 for ζ0 � ζ∗0 with ζ∗0 > 0. To
prove our claim, we proceed by contradiction. Assume there exist a weak solution
w ∈ H1

loc(Ω) of problem (1.2) and L0 � 1 such that wL0 ∈ H1
0 (Ω).

For n ∈ N, let vn ∈ H1
0 (Ω) ∩ C0,�(Ω) be the unique weak solution of∫

Ω

∇vn · ∇φdx+
C(N, s)

2

∫∫
R2N

(vn(x) − vn(y))(φ(x) − φ(y))
|x− y|N+2s

dxdy

=
∫

Ω

Γgn(x)
(vn + 1/n)γ

φdx (5.22)

for any φ ∈ H1
0 (Ω). By the continuity of vn, for given θ > 0, there exists a

η= η(n, θ) > 0 such that vn � θ/2 in Ωη. Since w � 0, then u := vn − w − θ �
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−(θ/2) < 0 in Ωη and

supp(u+) ⊂ supp((vn − θ)+) ⊂ Ω\Ωη.

We have u+ ∈ H1
0 (Ω̃) ⊂ H1

0 (Ω) for some Ω̃ such that Ω\Ωη ⊂ Ω̃ � Ω. Hence,
choosing u+ as a test function in (5.22), we get∫

Ω

∇vn · ∇u+ dx+
C(N, s)

2

∫∫
R2N

(vn(x) − vn(y))(u+(x) − u+(y))
|x− y|N+2s

dxdy

=
∫

Ω

Γgn(x)
(vn + ε)γ

u+ dx �
∫

Ω

Γgn(x)
vγ

n
u+ dx. (5.23)

Moreover, w is a weak solution of (P ) and taking u+ ∈ H1
0 (Ω̃) as test function, we

have ∫
Ω

∇w · ∇u+ dx+
C(N, s)

2

∫∫
R2N

(w(x) − w(y))(u+(x) − u+(y))
|x− y|N+2s

dxdy

=
∫

Ω

f(x)
wγ

w+ dx �
∫

Ω

Γgn(x)
wγ

w+ dx. (5.24)

By subtracting (5.24) and (5.23), we get

0 �
∫

Ω

(∇vn −∇w) · ∇u+ dx+
C(N, s)

2∫∫
R2N

((vn(x) − vn(y)) − (w(x) − w(y)))(u+(x) − u+(y))
|x− y|N+2s

dxdy

�
∫

Ω

(
Γgn(x)
vγ

n
− Γgn(x)

wγ

)
u+ dx � 0,

which further implies w+ = (vn − w − θ)+ = 0 a.e. in Ω. Since θ is arbitrary, we
deduce vn � w in Ω. Using lemma 4.7, we obtain:

c1(δ(x) + n(−(1+γ))/((2−ζ0)))(2−ζ0)/(γ+1) − c2n
−1 � vn � w in Ω.

Now, by using the Hardy inequality and wL0 ∈ H1
0 (Ω), we obtain:∫

Ω

(
c1(δ(x) + n(−(1+γ))/((2−ζ0)))(2−ζ0)/(γ+1) − c2n

−1
)2L0

d−2(x) dx

�
∫

Ω

∣∣∣∣wL0

d(x)

∣∣∣∣
2

dx <∞.

Now, by choosing ζ0 close enough to 2 and by taking n→ ∞, we obtain that the
left-hand side is not finite, which is a contradiction and hence claim.
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Appendix A

In this section, we recall some preliminary results comprised of upper and lower
estimates of the Green kernel, lower Hopf-type estimate, and action of the Green
kernel on the distance power functions.

Proposition A.1 (Theorem 1, [26]). Let Ω be a C1,1 open set in R
N and GΩ

denote the Green kernel for the mixed operator (−Δ) + (Δ)s defined on dom(GΩ) :=
Ω × Ω\{(x, x) : x ∈ Ω}. Then, for any (x, y) ∈ dom(GΩ):

GΩ(x, y) � 1
|x− y|N−2

(
δ(y)δ(x)
|x− y|2 ∧ 1

)
if N � 3.

Lemma A.2 (Theorem 2.6, [2]). There exists C > 0 such that for any f � 0:

G
Ω [f ] (x) :=

∫
Ω

GΩ(x, y)f(y) dy � Cδ(x)γ

∫
Ω

δγ(y)f(y) dy, x ∈ Ω.

Lemma A.3 (Theorem 3.4, [2]). Assume β < 2. Then, δ−β ∈ L1(Ω, δ) and
G

Ω[δ−β ] � δϑ in Ω where

ϑ =

⎧⎨
⎩

1 if β < 1,
1 (and logarithmic weight) if β = 1,
2 − β if β > 1.

(A.1)

By logarithmic weight we mean G
Ω[δ−β ] � δ ln(DΩ/δ).

We also recall some technical algebraic inequality from [3, Lemma 2.22] and [47].

Lemma A.4. (i) For any x, y � 0 and θ > 0:

4θ
(θ + 1)2

(
x(θ+1)/2 − y(θ+1)/2

)
� (x− y)

(
xθ − yθ

)
.

(ii) Let 0 < θ � 1, then for every x, y � 0:

|xθ − yθ| � |x− y|θ.

Lemma A.5. Let ψ : R
+ → R

+ be a nonincreasing function such that

ψ(h) � Cψ(k)δ

(h− k)η
for all j > k > 0,

where C > 0, δ > 1 and η > 0. Then, ψ(d) = 0, where dη = Cψ(0)δ−12δη/(δ−1).
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37 P. Garain and E. Lindgren. Higher Hölder regularity for mixed local and nonlocal degenerate
elliptic equations. Calc. Var. 62 (2023), 67.

38 J. Giacomoni, T. Mukherjee and K. Sreenadh. Positive solutions of fractional elliptic
equation with critical and singular nonlinearity. Adv. Nonlinear Anal. 6 (2017), 327–354.

39 C. Y. Kao, Y. Lou and W. Shen. Evolution of mixed dispersal in periodic environments.
Discrete Contin. Dyn. Syst. Ser. B 17 (2012), 2047–2072.

40 A. C. Lazer and P. J. McKenna. On a singular nonlinear elliptic boundary-value problem.
Proc. Am. Math. Soc. 111 (1991), 721–730.

41 E. Lindgren and P. Lindqvist. Fractional eigenvalues. Calc. Var. Partial Differ. Equ. 49
(2014), 795–826.

42 A. Massaccesi and E. Valdinoci. Is a nonlocal diffusion strategy convenient for biological
populations in competition?. J. Math. Biol. 74 (2017), 113–147.
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