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Abstract

We consider the controllability and observation problem for a simple model describing the inter-
action between a fluid and a beam. For this model, microlocal propagation of singularities proves
that the space of controlled functions is smaller that the energy space. We use spectral properties
and an explicit construction of biorthogonal sequences to show that analytic functions can be con-
trolled within finite time. We also give an estimate for this time, related to the amount of analyticity
of the latter function.

1 Introduction

Let Ω be the two-dimensional square Ω = (0, 1)× (0, 1) ⊂ R2.

We assume that Ω is filled with an elastic, inviscid, compressible fluid whose velocity field
→
v is given

by the potential Φ = Φ(x, y, t)
→
v= ∇Φ. By linearization we assume that the potential Φ satisfies the

linear wave equation in Ω× (0,∞).
The boundary Γ = ∂Ω of Ω is divided in two parts Γ0 = {(0, y) : y ∈ (0, 1)} and Γ1 = Γ\Γ0. The

subset Γ1 is assumed to be rigid and we impose zero normal velocity of the fluid on it. The subset Γ0 is
supposed to be flexible and occupied by a Bernoulli-Euler beam that vibrates under the pressure of the
fluid on the plane where Ω lies. The displacement of Γ0 is described by the scalar function W = W (y, t).
On the other hand, on Γ0 we impose the continuity of the normal velocities of the fluid and the beam.
The beam is assumed to satisfy Neumann-type boundary conditions on its extremes. All deformations
are supposed to be small enough so that linear theory applies. Under natural initial conditions for
Φ and W the linear motion of this system is described by means of the following coupled equations

Φtt −∆Φ = 0 in Ω× (0,∞)
∂Φ
∂ν = 0 on Γ1 × (0,∞)
∂Φ
∂x = −Wt on Γ0 × (0,∞)
Wtt +Wyyyy + Φt = 0 on Γ0 × (0,∞)
Wy(0, t) = Wy(1, t) = 0 for t > 0
Wyyy(0, t) = Wyyy(1, t) = 0 for t > 0
Φ(0) = Φ0,Φt(0) = Φ1 in Ω
W (0) = W 0,Wt(0) = W 1 on Γ0.

(1)

By ν we denote the unit outward normal to Ω.
In (1) we have chosen to take the various parameters of the system to be equal to one.
System (1) is well-posed in the energy space Y = H1(Ω)×L2(Ω)×H2

N (Γ0)×L2(Γ0) for the variables
(Φ,Φt,W,Wt) where H2

N (Γ0) = {v ∈ H2(0, 1) : vy(0) = vy(1) = 0}. The energy

E(t) =
1
2

∫
Ω

[
| ∇Φ |2 + | Φt |2

]
dxdy +

1
2

∫
Γ0

[
|Wyy |2 + |Wt |2

]
dy(2)
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remains constant along trajectories.
It is easy to see that the equilibria of these systems are of the form

(Φ,Φt,W,Wt) = (c1, 0, c2, 0),(3)

c1 and c2 being constant functions.
We study the controllability of system (1) under the action of an exterior force on the flexible part of

the boundary Γ0. The control is given by a scalar function β = β(y, t) in the space H−2(0, T ;L2(Γ0)).
Of course this is an arbitrary choice and many others make sense. However this is the most natural one
when solving the control problem by means of J. L. Lions’s HUM (see [6]), as we will do. The controlled
system reads as follows 

Φtt −∆Φ = 0 in Ω× (0,∞)
∂Φ
∂ν = 0 on Γ1 × (0,∞)
∂Φ
∂x = −Wt on Γ0 × (0,∞)
Wtt +Wyyyy + Φt = β on Γ0 × (0,∞)
Wy(0, t) = Wy(1, t) = 0 for t > 0
Wyyy(0, t) = Wyyy(1, t) = 0 for t > 0
Φ(0) = Φ0,Φt(0) = Φ1 in Ω
W (0) = W 0,Wt(0) = W 1 on Γ0.

(4)

The problem of controllability can be formulated as follows: Given T > 2, find the space of initial
data (Φ0,Φ1,W 0,W 1) that can be driven to an equilibrium of the form (3) in time T by means of a
suitable control β ∈ H−2(0, T ;L2(Γ0)).

The model under consideration is inspired in and related to that of H. T. Banks et al. in [4]. However,
there are some important differences between these two models. First of all, we choose Neumann-type
boundary conditions for the beam. These are compatible with those of Φ in order to develop solutions
in Fourier series. Another difference is related to the nature of the controls. In [4] the control acts on
the system through a finite number of piezoceramic patches located on Γ0. This restricts very much
the set of admissible controls, that are essentially second derivatives of Heaviside functions, and much
weaker controllability results have to be expected. In [4] the controllability problem is not addressed.
Instead, they consider a quadratic optimal control problem. More recently in [2] a Riccati equation
for the optimal control is derived. The problem of the controllability of one-dimensional beams with
piezoelectric actuators has been successfully addressed by M. Tucsnak [9]. However, to our knowledge,
there are no rigorous results on the controllability of fluid-structure systems under such controls. In [7]
the controllability problem for a similar system with a string instead of a beam was studied. It was
shown that a space of analytical initial data can be controlled in any time T > 2. The techniques we
develop in the present article can be applied to that case and allow to show that larger and larger classes
of analytic functions can be controlled in finite time.

The propagation of singularities for the wave equation on any segment parallel to Γ0 proves that the
space of controlled functions will be small. It will not contain all functions of finite energy.

Let us denote by X = H1(0, 1) × L2(0, 1) × C × C and by X ′ its dual space. Let also Yn =
(H1(0, 1)× L2(0, 1)× C× C) cos(nπy)

By the HUM method, we will first prove that if C(n, T ) is a sequence of constants such that any
solution of the observation problem

Φtt −∆Φ = 0 in Ω× (0,∞)
∂Φ
∂ν = 0 on Γ1 × (0,∞)
∂Φ
∂x = Wt on Γ0 × (0,∞)
Wtt +Wyyyy − Φt = 0 on Γ0 × (0,∞)
Wy(0, t) = Wy(1, t) = 0 for t > 0
Wyyy(0, t) = Wyyy(1, t) = 0 for t > 0
(Φ,Φt)|t=0 = (Φ0,Φ1) in Ω
(W,Wt)|t=0 = (W 0,W 1) on Γ0

(5)

with initial conditions in Yn, satisfies

||(Φ0,Φ1,W 0,W 1)||2Y ≤ C(n, T )
∫ T

−T

|Wtt(0, t)|2 dt,
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then the space of initial data

H =

{∑
n

(Φ0,Φ1,W 0,W 1)n cos(nπy)
∣∣(Φ0,Φ1,W 0,W 1)n ∈ X such that

∑
n

C(n, T )(||(Φ0,Φ1,W 0,W 1)n||2X ′ + |Φ0(0)|2) <∞

}
is a subset of the space of controlled functions. Remark that the space H depends on the constants
C(n, T ): when C(n, T ) “increase”, H becomes smaller.

This paper aims at proving that, for T and n large enough,

C(n, T ) ≤ Ceα(T )|n|(6)

with the following property

Theorem 1 For any positive real number q, there is a constant Cq such that

α(T ) ≤ Cq

T 1−q
.(7)

It means that any initial condition whose Fourier coefficients in y decrease like e−|n|α can be controlled

if T is larger than T (α) = 1−q

√
Cq

α . This condition on the Fourier coefficients means that the initial
condition is analytic with respect to y and that it can be continued as an holomorphic function over the
complex strip |=m y| < α.

Now any initial condition that is analytic with respect to y can be continued as an holomorphic
function over a such a strip |=m y| < ε for a positive ε that depends on this initial condition. Therefore,
its Fourier coefficients with respect to y decrease like e−|n|ε. So according to Theorem 1 and (6), it can
be controlled if T > T (ε).

This means that any initial condition of finite energy that is analytic with respect to y can be
controlled in a finite time (which is not uniform).

It is important to notice that analyticity is required only with respect to the variable y. Therefore
the space of controlled functions is not symmetric in x and y. This means that we do not use the fact
that the metrics in our problem is analytic with respect to x. In [1], the boundary control problem is
studied on a surface of revolution. The same kind of result is proved in that case, even if the surfece
is only C∞. This is posible because such surface is still “analytic” with respect to the angular variable,
even if it is only C∞ with respect to its axial variable.

The rest of the article is organized as follows. In section 2 we give a direct estimate for the observation
problem and, by using (6), we apply Hilbert Uniqueness Method to solve our controllability problem.
We obtain that the initial data from H can be controlled in time T . In section 3 we prove some spectral
properties of the operator that will be used in the proof of the main theorem in section 4. In the last
section an explicit dependence of the space H on the time T is obtained.

2 The direct estimate and the controllability problem

2.1 Direct estimate

Let us consider the system

ηtt − ηxx + n2π2η = f in (0, 1)× (0, T )
ηx(1) = 0 for t ∈ (0, T )
ηx(0) = ut for t ∈ (0, T )
utt + n4π4u− ηt(0) = g for t ∈ (0, T )
η(0) = η0, ηt(0) = η1 in (0, 1)
u(0) = u0, ut(0) = u1.

(8)
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The unknowns are η = η(x, t) and u = u(t). Of course, since the coefficients of the system depend on
n = 0, 1 . . . , solutions (η, u) depend on n too. However, in order to simplify the notations we will not
use the index n to distinguish the solutions of (8) for the different values of n.

The energy space for system (8) is the Hilbert space X = H1(0, 1)× L2(0, 1)× C× C.
It is easy to see that for any (η0, η1, u0, u1) ∈ X and (f, g) ∈ L1(0, T ;L2(0, 1)×C) system (8) has a

unique solution in the class

η ∈ C
(
[0, T ];H1(0, 1)

)
∩ C1

(
[0, T ];L2(0, 1)

)
;u ∈ C1([0, T ]; C).(9)

In other words (η, ηt, u, ut) ∈ C ([0, T ];X ).
The energy of the system

F (t) =
1
2

∫ 1

0

[
| ηt |2 + | ηx |2 +n2π2η2

]
dx+

1
2
[
| ut |2 +n4π4 | u |2

]
(10)

satisfies
dF (t)
dt

=
∫ 1

0

f(x, t)ηt(x, t)dx+ g(t)ut(t).(11)

Therefore, when f ≡ 0 and g ≡ 0, the energy F remains constant along trajectories.
We observe that when n ≥ 1 the square root of F defines a norm in X equivalent to the canonical

norm ‖ · ‖X of X

‖(u, v, w, z, )‖X =
[∫ 1

0

(
| ux |2 + | u |2 + | v |2

)
dx+ w2 + z2

]1/2

.(12)

However, when n = 0 this is not the case. Actually, for n = 0, (η, u) = (c1, c2) with c1, c2 real constants
are stationary solutions of (8) with f ≡ 0, g ≡ 0 for which the energy F vanishes.

We have the following “hidden regularity” result

Proposition 1 For any T > 0 there exists a constant C(T ) > 0 independent of n = 0, 1, . . . such that(∫ T

0

| utt | dt

)2

+
∫ T

0

[
| ut |2 +(1 + n8π8)u2 + (1 + n2π2)η2(0, t)

]
dt

≤ C
(
n4 + 1

) [
‖
(
η0, η1, u0, u1

)
‖2X + ‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L1(0,T )

](13)

for any (η0, η1, u0, u1) ∈ X , f ∈ L1(0, T ;L2(0, 1))and g ∈ L1(0, T ).
If g ∈ L2(0, T ), then u ∈ H2(0, T ) and we also have∫ T

0

| utt |2 dt ≤

≤ C(n4 + 1)
[
‖(η0, η1, u0, u1)‖2X + ‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L2(0,T )

]
.

(14)

Remark 1 This proposition shows that u is more smooth than what (9) guarantees. This is due to the
structure of the second order (in time) equation that u satisfies. The fact that the constant in (13) and
(14) do not depend on the index n is worth mentioning.

Proof of Proposition 1: It is enough to consider smooth solutions since a classical density argument
allows to extend inequalities (13) and (14) to any solution with finite right hand side. We use a classical
multiplier technique (see, for instance, [6]). We multiply the first equation in (8) by (1 − x)ηx and
integrate over (0, 1)× (0, T ). Integrating by parts we obtain

1
2

∫ T

0

[
| ηt |2 + | ηx |2 −n2π2η2

]
(0, t)dt = −

∫ 1

0

ηt(1− x)ηxdx

∣∣∣∣T
0

+

+
1
2

∫ T

0

∫ 1

0

[
η2

t + η2
x − n2π2η2

]
dxdt+

∫ T

0

∫ 1

0

f(1− x)ηxdxdt = X.
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In this identity we use the notation L |T0 = L(T ) − L(0). The right hand side of this identity can be
easily bounded as follows

| X |≤ 1
2

∫ 1

0

[
η2

t + η2
x

]
(x, 0)dx+

1
2

∫ 1

0

[
η1

t + η2
x

]
(x, T )dx+

∫ T

0

F (t)dt+

+
1
2

[
‖f‖2L1(0,T ;L2(0,1)) + ‖ηx‖2L∞(0,T ;L2(0,1))

]
≤ F (0) + F (T ) +

∫ T

0

F (t)dt+

+‖F (t)‖L∞(0,T ) +
1
2
‖f‖2L1(0,T ;L2(0,1)) ≤ C

[
‖F‖L∞(0,T ) + ‖f‖2L1(0,T ;L2(0,1))

]
,

with C > 0 independent of n.
In the sequel, if some constant in the inequalities depends on n, we will make it explicit by means

of an index n on that constant.
On the other hand, from identity (11) and using Gronwall’s inequality it is easy to deduce that

‖F‖2L∞(0,T ) ≤ C
[
‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L1(0,T ) + F (0)

]
.

Since H1(0, 1) is continuously embedded in C([0, 1]; C) we also have∫ T

0

η2(0, t)dt ≤ C

∫ T

0

F (t)dt ≤ C
[
‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L1(0,T ) + F (0)

]
.

Combining these inequalities we deduce that∫ T

0

[
| ηt |2 + | ηx |2 +n2π2η2

]
(0, t)dt

≤ C(n2 + 1)
[
‖(η0, η1, u0, u1)‖2X + ‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L1(0,T )

]
.(15)

On the other hand

n8π8

∫ T

0

u2(t)dt ≤ 2n4π4

∫ T

0

F (t)dt

≤ Cn4
[
‖(η0, η1, u0, u1)‖2X + ‖f‖2L1(0,T ;L2(0,1)) + ‖g‖2L1(0,T )

]
.(16)

Inequalities (13) and (14) are a direct consequence of (15) and (16) and the coupling conditions
between η and u given in system (8), i.e.

ηy(0, t) = ut(t);utt(t) = g(t) + ηt(0, t)− n4π4u(t) for t ∈ (0, T ).(17)

2

2.2 A controllability result

In this section, we solve the controllability problem (4) stated in the Introduction by using J.- L. Lions’s
HUM. This is done by Fourier descomposition which is possible because of the boundary conditions we
have chosen for W . Indeed, W is assumed to satisfy Neumann type boundary conditions which are
compatible with those of Φ to develop solutions in Fourier series.

Indeed, let us decompose the control β, the solutions Φ,W and the initial data in the following way

β =
∞∑

n=0

βn(t) cos(nπy),

Φ =
∞∑

n=0

Ψn(x, t) cos(nπy), (Φ0,Φ1) =
∞∑

n=0

(Ψ0
n(x),Ψ1

n(x)) cos(nπy),

W =
∞∑

n=0

Vn(t) cos(nπy), (W 0,W 1) =
∞∑

n=0

(V 0
n , V

1
n ) cos(nπy).

(18)
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With this decomposition, system (4) can be split into the following sequence of one-dimensional
controlled systems for n = 0, 1, . . .

Ψn,tt −Ψn,xx + n2π2Ψn = 0 in (0, 1)× (0,∞)
Ψn,x(1, t) = 0 for t > 0
Ψn,x(0, t) = −Vt(t) for t > 0
Vn,tt(t) + n4π4Vn(t) + Ψn,t(0, t) = βn(t) for t > 0
Ψn(0) = Ψ0

n,Ψn,t(0) = Ψ1
n in (0, 1)

Vn(0) = V 0
n , Vn,t(0) = V 1

n .

(19)

The control β we obtain is of the form β =
∂2

∂t2
γ, with γ ∈ L2 (Γ0 × (0, T )) having compact support

in time. Therefore
∫ T

0

β = 0. Taking this fact into account it is easy to see that the constants c1, c2 of

the equilibrium we reach at time t = T are determined a priori by the initial data. Indeed, integrating

the first equation of (4) in Ω we obtain that
∫

Ω

Φtdxdx−
∫

Γ0

Wdy remains constant in time. Therefore,

necessarily,

c2 =
∫

Γ0

W 0dy −
∫

Ω

Φ1dxdy.(20)

On the other hand, integrating the equation satisfied by W on Γ0× (0, T ) and taking into account that∫ T

0

β = 0 we deduce that

∫
Γ0

Wt(T )dy +
∫

Γ0

Φ(0, y, T )dy =
∫

Γ0

W 1dy +
∫

Γ0

Φ0(y, 0)dy

and therefore
c1 =

∫
Γ0

(
W 1 + Φ0(0, y)

)
dy.(21)

In terms of the Fourier coefficients (18) these constants can be written in the following way

c1 = V 1
0 + Ψ0

0(0), c2 = V 0
0 −

∫ 1

0

Ψ1
0(x)dx.(22)

Therefore, the constants c1 and c2 of the equilibrium we may reach are uniquely determined by the
Fourier coefficients of the initial data corresponding to the frequency n = 0 in the y-variable.

This fact is related to the different nature of systems (19) for n = 0 and n ≥ 1. While for any n ≥ 1
system (19) is exactly controllable to zero at any time T > 2, when n = 0 we can only control the
system to the equilibrium given by (22) in terms of the initial data.

In this section we suppose that for any n ∈ N∗ and time T > 2 we can find a constant C(n, T ) such
that for any (Ψ0,Ψ1, V 0, V 1) ∈ X , the solution of problem

Ψtt −Ψxx + n2π2Ψ = 0 in (0, 1)× (0,∞)
Ψx(1, t) = 0 for t > 0
Ψx(0, t) = Vt(t) for t > 0
Vtt(t) + n4π4V (t)−Ψt(0, t) = 0 for t > 0
Ψ(0) = Ψ0,Ψt(0) = Ψ1 in (0, 1)
V (0) = V 0, Vt(0) = V 1.

(23)

satisfies

||(Ψ0,Ψ1, V 0, V 1)||2X ≤ C(n, T )
∫ T

0

|Vtt|2 dt.(24)

We shall prove (24) and we shall give estimates over C(n, T ) in section 4, while proving Theorem 1.

When n ≥ 1 we have the following controllability result for (19)
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Proposition 2 Let X be the space H1(0, 1)× L2(0, 1)×C×C. Assume that T > 2 and n ≥ 1. Then,
for any (Ψ1,Ψ0, V 1, V 0) ∈ X , there exists a control β ∈ H−2(0, T ) with compact support such that the
solution (Ψ, V ) of (19) satisfies

Ψ(T ) = Ψt(T ) ≡ 0 in (0, 1), V (T ) = Vt(T ) = 0.(25)

Remark 2 In the statement of Proposition 2 and in the sequel we drop the index n from the unknowns
(Ψ, V ) to simplify the notation.

The solution (Ψ, V ) is defined by transposition. Therefore (25) has to be understood in a suitable
weak sense. We will return to this question in the proof of the proposition.

The proof of Proposition 2 provides the continuous dependence of the control β on the initial data.
More precisely

‖β‖2H−2(0,T ) ≤ C(n, T )
{
‖(Ψ1,Ψ0, V 1, V 0)‖2X ′+ | Ψ0(0) |2

}
(26)

for any initial data (Ψ0,Ψ1, V 0, V 1) as in the statement of Proposition 2. By X ′ we denote the dual of
the space X . The constant C(n, T ) in (26) is the one appearing in (24) and will be evaluated in section
4.

Proof: We use HUM to prove this result.
Given any (η0, η1, u0, u1) ∈ X we solve the adjoint system

ηtt − ηxx + n2π2η = 0 in (0, 1)× (0, T )
ηx(1, t) = 0 for t ∈ (0, T )
ηx(0, t) = ut(t) for t ∈ (0, T )
utt(t) + n4π4u(t)− ηt(0, t) = 0 for t ∈ (0, T )
η(0) = η0, ηt(0) = η1 in (0, 1)
u(0) = u0, ut(0) = u1.

(27)

We fix, some non-negative smooth function ρ(0, T ) → IR with compact support such that ρ ≡
1 in (ε, T − ε) with T − 2ε > 2.

We then solve the backward system

Ψtt −Ψxx + n2π2Ψ = 0 in (0, 1)× (0, T )
Ψx(1, t) = 0 for t ∈ (0, T )
Ψx(0, t) = −Vt(t) for t ∈ (0, T )
Vtt + n4π4V + Ψt(0, t) = − d2

dt2 (ρ(t)utt(t)) for t ∈ (0, T )
Ψ(T ) = Ψt(T ) = 0 in (0, 1)
V (T ) = Vt(T ) = 0.

(28)

The solution of (28) is defined by transposition (see [6]). If we multiply in (28) by any solution (η̃, ũ) of
(8) and integrate (formally) by parts we obtain the following identity∫ T

0

ρ(t)utt(t)ũtt(t)dt+
∫ T

0

∫ 1

0

f̃Ψdxdt−
∫ T

0

g̃V dt =
∫ 1

0

[−Ψt(0)η̃(0)+

Ψ(0)η̃t(0)] dx+ V (0)η̃(0, 0) + Ψ(0, 0)ũ(0)− V (0)ũt(0) + Vt(0)ũ(0).(29)

Notice that when we derived (29) we have used the fact that ρ and its first derivative vanish for
t = 0 and T .

We adopt (29) as definition of weak solution in the sense of transposition of (28). More precisely we
say that (Ψ, V ) solve (28) if (29) holds for any (η̃0, η̃1, ũ0, ũ1) ∈ X and (f̃ , g̃) ∈ L1(0, T ;L2(0, 1)× C).

We observe that (29) can be rewritten in the following way∫ T

0

ρ(t)utt(t)ũttdt−
∫ T

0

∫ 1

0

f̃Ψdxdt+
∫ T

0

g̃V dt = − < Ψt(0) + V (0)δ0, η̃(0) > +

+ < Ψ(0), η̃t(0) > +(Vt(0) + Ψ(0, 0)) ũ(0)− V (0)ũt(0)
(30)

where < ·, · > denotes both the duality pairing between (H1(0, 1))′ and H1(0, 1) and the scalar product
in L2(0, 1) and δ0 ∈ (H1(0, 1))′ denotes the Dirac delta at y = 0.

We have the following existence and uniqueness result of solutions in the sense of transposition.
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Proposition 3 System (28) has a unique solution in the sense of transposition. More precisely, for any
solution (η, u) of (27) with initial data in X , there exists a unique (Ψ, V ) ∈ C([0, T ];L2(0, 1))×L2(0, T ),
ρ0 ∈ L2(0, 1), ρ1 ∈ (H1(0, 1))′, µ0 ∈ C, µ1 ∈ C satisfying∫ T

0

ρ(t)utt(t)ũttdt =
∫ T

0

∫ 1

0

f̃Ψdxdt−
∫ T

0

g̃V dt

+ < ρ1, η̃(0) > + < ρ0, η̃t(0) > +µ1ũ(0) + µ0ũt(0)

(31)

for any solution (η̃, ũ) of (8) with

(η̃0, η̃1, ũ0, ũ1) ∈ X , f̃ ∈ L1
(
0, T ;L2(0, 1)

)
, g̃ ∈ L2(0, 1).(32)

Remark 3 In the identity (31) ρ0, ρ1, µ0 and µ1 play respectively the role of Ψ(0),−Ψt(0)+V (0)δ0,−V (0)
and Vt(0) + Ψ(0, 0). It is easy to see that, in the frame of smooth functions, there is a one to one cor-
respondence between

(
ρ0, ρ1, µ0, µ1

)
and (Ψ(0),Ψt(0), V (0), Vt(0)).

Proof of Proposition 3: In view of Proposition 1 we know that the map(
η̃0, η̃1, ũ0, ũ1, f̃ , g̃

)
−→

∫ T

0

ρ(t)utt(t)ũtt(t)dt

is linear and continuous from X × L1
(
0, T ;L2(0, 1)

)
× L2(0, T ) into C. This implies the existence

and uniqueness of
(
ρ1, ρ0, µ1, µ0

)
× (Ψ, V ) ∈ X ′ × L∞

(
0, T ;L2(0, 1)

)
× L2(0, T ) such that (31) holds.

Moreover, there exists a constant C > 0 such that

‖(Ψ, V )‖L∞(0,T ;L2(0,1))×L2(0,T ) + ‖
(
ρ1, ρ0, µ1, µ0

)
‖X ′ ≤ C‖utt‖L2(0,T )

≤ C‖
(
η0, η1, u0, u1

)
‖X ′ .(33)

The fact that Ψ ∈ C
(
[0, T ];L2(0, 1)

)
can be deduced from (33) by a classical density argument. 2

Remark 4 When the data of (27) are smooth, the solution (η, u) is smooth too. It is easy to see that
(28) has a finite energy solution. In this case one can check that the element

(
ρ0, ρ1, µ0, µ1

)
∈ X ′

obtained in Proposition 3 is such that

ρ0 = Ψ(0), ρ1 = −Ψt(0) + V (0)δ0, µ0 = −V (0), µ1 = Vt(0) + Ψ(0, 0).

By a density argument one can then deduce that the solution (Ψ, V ) obtained in Proposition 3 is such
that the traces

Ψ |t=0,−Ψt + V δ0|t=0 ,−V |t=0, Vt + Ψ(0, t)|t=0

are well defined and coincide with
(
ρ0, ρ1, µ0, µ1

)
.

The same arguments allows us to show that the traces are also well defined at t = T . This suffices
to assert that the weak solution of (28) we have constructed by transposition is at rest at t = T .

We can now complete the proof of Proposition 2.

End of the proof of Proposition 2: In view of Proposition 3 and Remark 4 we can define a linear and
continuous map Λ from X into X ′ such that

Λ
(
η0, η1, u0, u1

)
= (−Ψt + V δ0 |t=0,Ψ(0), Vt + Ψ(0, t) |t=0,−V |t=0) .

Taking in (31), f̃ ≡ 0, g̃ ≡ 0 and (η̃, ũ) = (η, u), we deduce that

< Λ
(
η0, η1, u0, u1

)
,
(
η0, η1, u0, u1

)
>=

∫ T

0

ρ(t) |utt(t)|2 dt
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and in view of (24) we deduce that there exists C > 0 such that

< Λ
(
η0, η1, u0, u1

)
,
(
η0, η1, u0, u1

)
>≥ C

∥∥(η0, η1, u0u1
)∥∥2

X .

Actually, C = [C(T, n)]−1
, where C(T, n) is as in (24).

This implies that Λ is an isomorphism.
This shows that given any

(
ρ1, ρ0, µ1, µ0

)
∈ X ′ there exists

(
η0, η1, u0, u1

)
= Λ−1

(
ρ1, ρ0, µ1, µ0

)
such that the corresponding solution of (28) in the sense of transposition satisfies

Ψ(0) = ρ0,−Ψt + V δ0
∣∣
t=0 = ρ1,−V

∣∣
t=0 = µ0, Vt + Ψ(0, t)

∣∣
t=0 = µ1.(34)

If we want this to be equivalent to the initial data of (19) we have to take

ρ0 = Ψ0, ρ1 = −Ψ1 + V 0δ0, µ
0 = −V 0, µ1 = V 1 + Ψ0(0).(35)

This makes sense when the data
(
Ψ0,Ψ1, V 0, V 1

)
is in X .

The control we have obtained is of the form β = − d2

dt2
(ρutt), where u corresponds to the solution

(η, u) of (27) with data
(
η0, η1, u0, u1

)
= Λ−1

(
ρ1, ρ0, µ1, µ0

)
, where

(
ρ0, ρ1, µ0, µ1

)
is given by (34).

From the identities above we see that

‖β‖2H−2(0,T ) ≤ ‖ρutt‖2L2(0,T ) ≤ C‖
(
ρ1, ρ0, µ1, µ0

)
‖2X ′

≤ C
{
‖
(
Ψ1,Ψ0, V 1, V 0

)
‖2X ′+ | Ψ0(0) |2

}
where C = C(T, n) is the constant obtained in (24).

2

Remark 5 In fact, in some sense, we obtain a stronger result since we prove that we can control the
problem (31) for any initial data

(
ρ0, ρ1, µ0, µ1

)
∈ X ′. In order to give an interpretation of the control

problem in terms of the initial data
(
Ψ1,Ψ0, V 1, V 0

)
we have to assure that Ψ0(0) makes sense. For

this reason we consider that
(
Ψ1,Ψ0, V 1, V 0

)
∈ X .

When n = 0 one can not expect the same controllability result due to the conservation of the
quantities (22) along the trajectories. In this case the controllability result reads as follows

Proposition 4 Assume that T > 2 and n = 0. Then, for any
(
Ψ1,Ψ0, V 1, V 0

)
∈ X there exists a

control β ∈ H−2(0, T ) with compact support such that the solution (Ψ, V ) of (19) satisfies

Ψ(T ) = V 1 + Ψ0(0),Ψt(T ) = 0, V (T ) = V 0 −
∫ 1

0

Ψ1dx, Vt(T ) = 0.(36)

Remark 6 This result asserts that, when n = 0, any solution of (19) can be driven to an equilibrium
configuration which is a priori determined by the initial data.

Proof: First of all we observe that proving Proposition 4 is equivalent to showing that for any initial
data as in the statement of Proposition 4 and satisfying the further assumptions

V 1 + Ψ0(0) = 0, V 0 −
∫ 1

0

Ψ1(x)dx = 0(37)

then, there exists a control β such that

Ψ(T ) = Ψt(T ) ≡ 0 in (0, 1), V (T ) = Vt(T ) = 0.(38)

Indeed, this is an immediate consequence of the remark made in the introduction that shows that when
β is of zero average the following identities hold

Vt(T ) + Ψ(0, T ) = V 1 + Ψ0(0), V (T )−
∫ 1

0

Ψt(x, T ) = V 0 −
∫ 1

0

Ψ1(x).(39)
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Thus, in the sequel we focus on initial data
(
Ψ0,Ψ1, V 0, V 1

)
satisfying (37). For the adjoint system

ηtt − ηxx = 0 in (0, 1)× (0, T )
ηx(1) = 0 for t ∈ (0, T )
ηx(0) = ut for t ∈ (0, T )
utt − ηt(0) = 0 for t ∈ (0, T )
η(0) = η0, ηt(0) = η1 in (0, 1)
u(0) = u0, ut(0) = u1

(40)

we consider initial data in the following subspace X0 of X

X0 =
{(
η0, η1, u0, u1

)
∈ Xu1 − η0(0) = 0,

∫ 1

0

η1dy + u0 = 0
}
.(41)

It is easy to see that the subspace X0 is invariant under the flow generated by (40).
Given

(
η0, η1, u0, u1

)
∈ X0 we solve first (40) and then the backward system

Ψtt −Ψxx = 0 in (0, 1)× (0, T )
Ψx(1, t) = 0 for t ∈ (0, T )
Ψx(0, t) = −Vt(t) for t ∈ (0, T )
Vtt(t) + Ψt(0, t) = − d2

dt2 (ρ(t)utt(t)) for t ∈ (0, T )
Ψ(T ) = Ψt(T ) = 0 in (0, 1)
V (T ) = Vt(T ) = 0

(42)

where ρ is as in the proof of Proposition 2.
Proceeding as in the proof of Proposition 3 one can show that (42) has a unique solution defined by

transposition such that the traces (38) are well defined. On the other hand, integrating the equations
in (42) we deduce that ∫ 1

0

ρ1(x)dx = 0;µ1 = 0.(43)

Let us denote by Z the subspace of X ′ satisfying (43). More precisely,

Z =
{(
ρ1, ρ0, µ1, µ0

)
∈ X ′s.t. (43) holds

}
.(44)

It is easy to check that Z is actually the dual of X0. Indeed, the dual of X0 is a quotient space of X ′
and there is a one-to-one correspondence between Z and this quotient space in the sense that, in Z, we
have chosen the unique element of each class of the quotient space satisfying (43).

As in the proof of Proposition 2 we can define a linear and continuous operator Λ : X0 −→ Z that
associates the trace

(
ρ1, ρ0, µ1, µ0

)
∈ Z in (31) to each

(
η0, η1, u0, u1

)
∈ X0.

We also have

< Λ
(
η0, η1, u0, u1

)
,
(
η0, η1, u0, u1

)
>=

∫ T

0

ρ(t) |utt(t)|2 dt.

Remark that inequality (24) also holds for the case n = 0 if we consider initial data in X0. Hence
there exists a constant C > 0 such that

< Λ
(
η0, η1, u0, u1

)
,
(
η0, η1, u0, u1

)
>≥ C

∥∥(η0, η1, u0, u1
)∥∥2

X ′ , ∀
(
η0, η1, u0, u1

)
∈ X0

since the quantity
[
‖η0

x‖2L2(0,1) + ‖η1‖2L2(0,1)+ | u1 |2
]1/2

defines a norm in X0 which is equivalent to the
norm induced by X .

We deduce that Λ : X0 −→ Z is an isomorphism.
Then, given initial data as in the statement of Proposition 4 and such that (37) holds we define(

ρ1, ρ0, µ1, µ0
)
∈ Z by (35). The control we are looking for is β = − d2

dt2
(ρ(t)utt(t)) where u is the

second component of the solution (η, u) of (40) with initial data
(
η0, η1, u0, u1

)
= Λ−1

(
ρ1, ρ0, µ1, µ0

)
.

This concludes the proof of the Proposition. 2

Let us now state the controllability results for the two-dimensional system (4).
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We use the Fourier decomposition method described at the beginning of this section. Thus we
develop the initial data

(
Φ0,Φ1,W 0,W 1

)
to be controlled in Fourier series

Φ0 =
∞∑

n=0

Ψ0
n(x) cos(nπy), Φ1 =

∞∑
n=0

Ψ1
n(x) cos(nπy)

W 0 =
∞∑

n=0

V 0
n cos(nπy), W 1 =

∞∑
n=0

V 1
n cos(nπy).

(45)

We assume that for every n = 0, 1, . . . the initial data satisfy the assumptions of Proposition 2 and
Proposition 4. We set

ρ0
n = Ψ0

n, ρ
1
n = −Ψ1

n + V 0
n δ0, µ

0 = −V 0
n , µ

1
n = V 1

n + Ψ0
n(0).(46)

We introduce the following space of initial data

H =

{(
Φ0,Φ1,W 0,W 1

)
∈ Y :

∞∑
n=0

C(n, T )
∥∥(ρ1

n, ρ
0
n, µ

1
n, µ

0
n

)∥∥2

X ′ =
∥∥(Φ0,Φ1,W 0,W 1

)∥∥2

H
<∞

}(47)

where the constants C(n, T ) are those appearing in (24).

Proposition 5 Assume that T > 2. Then, for every initial data
(
Φ0,Φ1,W 0,W 1

)
in H there exists a

control β ∈ H−2(0, T ;L2(0, 1)) such that the solution (Φ,W ) of (4) satisfies
Φ(T ) ≡ µ1 =

∫ 1

0

W 1(y)dy +
∫ 1

0

Ψ0(0, y)dy, Φt(T ) ≡ 0

W (T ) ≡< ρ1, 1 >=
∫ 1

0

W 0(y)dy −
∫ 1

0

∫ 1

0

Ψ1(x, y)dxdy, Wt(T ) ≡ 0.
(48)

Moreover there exists a constant C > 0 such that

‖β‖H−2(0,T ;L2(0,1)) ≤ C‖
(
Φ0,Φ1,W 0,W 1

)
‖H .(49)

Remark 7 The control time T > 2 is optimal. Indeed, when T < 2 it is easy to see that the set of
controllable data is not dense in the space of finite energy data. Actually, when T < 2 none of the
one-dimensional problems (19) is approximately controllable, i.e. the space of controllable data is no
even dense in Y ′.

Remark 8 The constants C(n, T ) play an important role in the controllability problem since the space
H of controllable functions depends on them. The next two sections are devoted to the evaluation of
these constants.

Proof: In view of Propositions 2 and 4 for any n = 0, 1, . . . there exists a control βn ∈ H−2(0, T )
such that the solution (Ψn, Vn) of (19) satisfies

Ψn(T ) ≡ Ψn,t(T ) = 0 in (0, 1), Vn(T ) = Vn,t(T ) = 0(50)

for n ≥ 1 and
Ψ0(T ) = µ1,Ψ0,t(T ) = 0 in (0, 1), V0(T ) =< ρ1, 1 >,V0,t(T ) = 0(51)

when n = 0.
On the other hand

‖βn‖2H−2(0,T ) ≤ C(n, T )
∥∥(ρ1

n, ρ
0
n, µ

1
n, µ

0
n

)∥∥2

X ′ .(52)
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We construct the following control for the two-dimensional system

β(y, t) =
∞∑

n=0

βn cos(nπy).(53)

We have, in view of (52),

‖β‖2H−2(0,T ;L2(0,1)) =
∞∑

n=0

‖βn(t)‖2H−2(0,T )

≤
∞∑

n=0

C(n, T )
∥∥(ρ1

n, ρ
0
n, µ

1
n, µ

0
n

)∥∥2

X ′ =
∥∥(Ψ0,Ψ1,W 0,W 1

)∥∥2

H
<∞.

Therefore β ∈ H−2
(
0, T ;L2(0, 1)

)
. On the other hand,

Ψ(x, y, t) =
∞∑

n=0

Ψn(y, t) cos(nπy), W (y, t) =
∞∑

n=0

Vn(t) cos(nπy)

solves (4) with the control β given in (53) and satisfies (48) at time t = T .
This concludes the proof of this Proposition. 2

3 Spectral analysis

In this section we give some estimates on the spectrum of the differential operator corresponding to
(23) that will be used in the next section to prove (24). In order to analyze the spectrum of (23) let
(Ψ(x, t), V (t)) be solution of

Ψtt −Ψxx + n2π2ψ = 0 in (0, 1)× (0,∞)
Ψx(1) = 0 for t ∈ (0,∞)
Ψx(0) = Vt for t ∈ (0,∞)
Vtt + n4π4V − ψt(0) = 0 for t ∈ (0,∞).

(54)

Now if we look for solutions of (54) of the form (Ψ(x, t), V (t)) = eλ t(Ψ(x), V ), with V ∈ R, it follows
that the eigenvalues λ of system (1) are the roots of the equation

e2
√

λ2+n2π2
= −λ

2 −
√
λ2 + n2π2(λ2 + n4π4)

λ2 +
√
λ2 + n2π2(λ2 + n4π4)

.(55)

We have the following first result

Lemma 1 System (1) has a two-parameter sequence of purely imaginary eigenvalues (λn,k)n∈N, k∈Z∗

given by
λn,k =

√
z2
n,k + n2π2 i if k > 0 and λn,k = −λn,−k if k < 0 ,(56)

where (zn,k)k∈N∗ are the roots of the equation

tan z =
z2 + n2π2

z3 + z(n2π2 − n4π4)
.(57)

Moreover, there are another two eigenvalues of (1), λ∗n and λ∗∗n , with the modulus less than nπ,
given by

λ∗n =
√
n2π2 − (z∗n)2 i , λ∗∗n = λ̄∗n ,(58)

where z∗n is the unique positive root of the equation

e2 z =
z3 − z2 + n2π2 + z(n4π4 − n2π2)
z3 + z2 − n2π2 + z(n4π4 − n2π2)

.(59)

In the last case, λ∗n = λ∗∗n = 0 when n = 0



Controllability of analytic functions 13

Proof: We know that the eigenvalues λ are roots of (55). Considering the change of variable
λ =

√
ζ2 − n2π2 equation (55) becomes

e2ζ =
ζ3 − ζ2 + n2π2 + ζ(n4π4 − n2π2)
ζ3 + ζ2 − n2π2 + ζ(n4π4 − n2π2)

.(60)

file=fig1.eps,height=7cm,width=12cm
Fig. 1

file=fig2.eps,height=7cm,width=10cm
Fig. 2

Since the differential operator corresponding to (1) is conservative its eigenvalues will be all purely
imaginary. Hence, we have to look only for those roots of (60) which are purely imaginary or real. It
follows that the imaginary roots of (60) are the roots of the equation (57) and the real ones are roots of
(59).

Observe that the right hand side of (57) has a pole at z =
√
n4π4 − n2π2. Let us denote by

αn = n4π4 − n2π2, γn =
√
αn and let k0 ∈ N be such that k0π − π

2 ≤
√
αn < k0π + π

2 .

Equation (57) has an unique root in each interval
(
kπ − π

2 , kπ + π
2

)
for k ∈ N \ {k0}.

In
(
k0π − π

2 , k0π + π
2

)
there are two roots zn,k0−1 and zn,k0 of (57).

The localization of the roots (zk,m)k∈N∗ and zn,∗ is illustrated in Fig. 1 and Fig. 2.

where gn(z) =
z2 + n2π2

z3 + z(n2π2 − n4π4)
and hn(z) =

z3 − z2 + n2π2 + z(n4π4 − n2π2)
z3 + z2 − n2π2 + z(n4π4 − n2π2)

.

The roots correspond to the points of intersection of the curves in the figures. 2

The skew adjoint operator corresponding to (1) can be diagonalised over the orthogonal basis of
eigenvectors

ξn,k =


ξ1n,k

ξ2n,k

ξ3n,k

ξ4n,k

 =



1
λn,k

cosh(
√
n2π2 + λ2

n,k(x− 1)) cosnπy

− cosh(
√
n2π2 + λ2

n,k(x− 1)) cosnπy
−
√

n2π2+λ2
n,k

λ2
n,k

sinh(
√
n2π2 + λ2

n,k) cosnπy
√

n2π2+λ2
n,k

λn,k
sinh(

√
n2π2 + λ2

n,k) cosnπy


and the solution of (5) with initial condition ξn,k is such that

Ψ(x, y, t)
Ψt(x, y, t)
W (y, t)
Wt(y, t)

 = ξn,k(x, y)eλn,kt

As this basis is not normalized, we will denote Ξn,k = ||ξn,k||Y .
Notice that if n and k are integers,

c ≤ Ξn,k ≤ C.(61)

On the other hand zn,∗ is the only positive real solution to

e2t = hn(t) =
N(t)
D(t)

=
−t2 + n2π2 + t(t2 + n4π4 − n2π2)
t2 − n2π2 + t(t2 + n4π4 − n2π2)

.
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Let t0(n) be the real root of D. It follows that zn,∗ > t0(n) > n−3.

Furthermore, as D(n
1
2 ) > 0 and R(n

1
2 ) ∼ 1 < e2n

1
2 , zn,∗ < n

1
2 for large n.

Therefore, as λn,∗ = i
√
n2π2 − z2

n,∗,

cn−8 ≤ |λn,∗

in
− π| ≤ Cn−1(62)

and
cn−3 ≤ Ξn,∗ ≤ Cen

2
3 .(63)

For any (Φ0,Φ1,W 0,W 1) in Y,

(Φ0,Φ1,W 0,W 1) =
∑
n∈N

k∈Z∗∪{∗,∗∗}

an,k

Ξn,k
ξn,k(x, y)

with (an,k)n,k ∈ l2.

Let us now make some notations. We will write for any (Φ0,Φ1,W 0,W 1) in Y that

(Φ0,Φ1,W 0,W 1) ∈ Yn0 if n 6= n0 ⇒ an,k = 0,

(Φ0,Φ1,W 0,W 1) ∈ Y(1) if |k| > |n| ⇒ an,k = 0,

(Φ0,Φ1,W 0,W 1) ∈ Y(2) if
(
|k| ≤ |n| or k ∈ {∗, ∗∗}

)
⇒ an,k = 0,

(Φ0,Φ1,W 0,W 1) ∈ Yi,n ⇔ (Φ0,Φ1,W 0,W 1) ∈ Y(i) ∩ Yn.

We can denote
(Φ0,Φ1,W 0,W 1) = (Φ0,Φ1,W 0,W 1)(1) + (Φ0,Φ1,W 0,W 1)(2),

with (Φ0,Φ1,W 0,W 1)(i) ∈ Y(i).

Moreover I will be the set of (k, n) such that k ∈ {∗, ∗∗} or |k| ≤ |n|, and we will agree that ∗∗ = −∗.
To end with, we shall also denote νn,k = =m λn,k to deal with real numbers.

4 Proof of Theorem 1.

In order to prove the theorem, we will use a proposition for low frequencies and a lemma for high ones.

Proposition 6 (Low frequencies)
For any positive ε and δ, there exists a constant Cε,δ, an integer n1(ε) and a positive time T2(ε, δ) ≤ Cδ

ε1+δ

such that for any integer n greater than n1(ε) and any (Φ0,Φ1,W 0,W 1) in Yn, the solution of (5) with
initial condition (Φ0,Φ1,W 0,W 1) satisfies

||(Φ0,Φ1,W 0,W 1)(1)||2Y ≤ Cε,δ e
2ε|n|

∫ T2(ε,δ)

−T2(ε,δ)

|Wtt(0, t)|2 dt.

This proposition will be proved in section 4.2.

Lemma 2 (High frequencies)
There exists a constant C and a positive time T1 such that for integer n and any (Φ0,Φ1,W 0,W 1) in
Yn,2, the solution of (5) with initial condition (Φ0,Φ1,W 0,W 1) satisfies

||(Φ0,Φ1,W 0,W 1)||Y ≤
C

n4
||Wtt||L2((0,T1)×Γ0).(64)

The proof of Lemma 2 will be given in subsection 4.1.
Let us now prove how do Proposition 6 and Lemma 2 imply that Theorem 1 is true.
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Proof of Theorem 1: Let ε and δ be two positive real numbers. Out of Propositions 6 and Lemma 6,
we get two positive times, denoted T1 and T2(ε, δ). Let us define T (ε, δ) = sup(T1, T2(ε, δ)).

Let n be a positive integer and (Φ0,Φ1,W 0,W 1) any initial condition in Yn. Then we have

||(Φ0,Φ1,W 0,W 1)||2Y = ||(Φ0,Φ1,W 0,W 1)(1)||2Y + ||(Φ0,Φ1,W 0,W 1)(2)||2Y
So by Proposition 6 and Lemma 2, for n ≥ n1(ε),

||(Φ0,Φ1,W 0,W 1)||2Y ≤ Cε,δ e
2ε|n|

∫ T2(ε,δ)

−T2(ε,δ)

|Wtt(0, t)|2 dt+
C

n4

∫ T1

0

∣∣∣W (2)
tt(0, t)

∣∣∣2 dt ≤

≤ Cε,δ e
2ε|n|

∫ T (ε,δ)

−T (ε,δ)

|Wtt(0, t)|2 dt +
C

n4

∫ T1

0

|Wtt(0, t)|2 dt+
C

n4

∫ T1

0

∣∣∣W (1)
tt(0, t)

∣∣∣2 dt.

Therefore, by the direct estimate (14),

||(Φ0,Φ1,W 0,W 1)||2Y ≤ C ′ε,δ e
2ε|n|

∫ T (ε,δ)

−T (ε,δ)

|Wtt(0, t)|2 dt+ C ′ ||(Φ0,Φ1,W 0,W 1)(1)||2Y .

So by Proposition 6,

||(Φ0,Φ1,W 0,W 1)||2Y ≤ C ′ε,δ e
2ε|n|

∫ T (ε,δ)

−T (ε,δ)

|Wtt(0, t)|2 dt.

We can increase the constant to take care of the first n1(ε) values of n.
As T (ε, δ) ≤ T2(ε, δ) ≤ C

ε1+δ , if we put
T (α(T ), δ) = T,

we get

α(T ) ≤ Cq

T 1−q

for any positive real number q and (7) is proved. 2

We pass now to prove Lemma 2.

4.1 Proof of Lemma 2.

Since (Φ0,Φ1,W 0,W 1) ∈ Y2,n,

(Φ0,Φ1,W 0,W 1) =
∑
|k|>n

an,k
ξn,k

Ξn,k
, ||(Φ0,Φ1,W 0,W 1)(2)||2Y =

∑
|k|>n

|an,k|2.(65)

On the other hand, for T1 > 0,

∫ T1

0

|Wtt(t, 0)|2 =
∫ T1

0

∣∣∣∣∣∣ν2
n,k

∑
|k|>n

an,k

ξ3n,k

Ξn,k
eνn,kt i

∣∣∣∣∣∣
2

=

=
∫ T1

0

∣∣∣∣∣∣
∑
|k|>n

an,k

Ξn,k

√
n2π2 − ν2

n,k sin (
√
n2π2 − ν2

n,k) eνn,kt i

∣∣∣∣∣∣
2

.

Let us prove that there exists c > 0 such that, for k > n,

νn,k+1 − νn,k ≥ c.(66)

Firstly, remark that zn,k+1 − zn,k >
π
2 , ∀k 6= k0 − 1, k0 where k0 ∈ IN is such that (k0 − 1)π + π

2 ≤√
αn < k0π+ π

2 . We recall that αn = n4π4−n2π2. In order to prove that there is a gap between zn,k0−1

and zn,k0 let us show that, if z ∈
(
(k0 − 1)π + π

2 , k0π + π
2

)
then∣∣∣∣z2 + n2π2

z3 − zαn

∣∣∣∣ ≥ 1
π
.(67)
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Indeed we have ∣∣∣∣z2 + n2π2

z3 − zαn

∣∣∣∣ ≥
min

{∣∣∣∣∣
(
(k0 − 1)π + π

2

)2 + n2π2(
(k0 − 1)π + π

2

)3 − ((k0 − 1)π + π
2

)
αn

∣∣∣∣∣ ,
∣∣∣∣∣

(
(k0 + 1)π + π

2

)2 + n2π2(
(k0 + 1)π + π

2

)3 − ((k0 + 1)π + π
2

)
αn

∣∣∣∣∣
}
≥

αn + n2π2

αn +
√
αn
√
αn

min

{
1∣∣(k0 + 1)π + π

2 −
√
αn

∣∣ , 1∣∣(k0 − 1)π + π
2 −

√
αn

∣∣
}
≥ 1
π
.

From (67) it follows that max {|tan zn,k0−1|, |tan zn,k0 |} >
1
π
.

Hence |zn,k0 − zn,k0−1| > arctan 1
π .

We can evaluate now

νn,k+1 − νn,k =
√
n2π2 + z2

n,k+1 −
√
n2π2 + z2

n,k

>
(zn,k+1 − zn,k)(zn,k+1 + zn,k)

2
√
n2π2 + z2

n,k

> arctan
1
π

nπ

4nπ
=

1
4

arctan
1
π

and (66) holds with c = 1
4 arctan 1

π .
By using Ingham’s inequality (see Ingham [5]) we obtain that, for T1 >

2π
c ,∫ T1

0

|Wtt(t, 0)|2 ≥ C
∑
|k|>n

∣∣∣∣ an,k

Ξn,k

∣∣∣∣2 ∣∣∣√n2π2 − ν2
n,k sin (

√
n2π2 − ν2

n,k)
∣∣∣2 .(68)

Let us prove that

|
√
n2π2 − ν2

n,k sin (
√
n2π2 − ν2

n,k)| = |zn,k sin zn,k| ≥
C

n4
,(69)

where C is a positive constant not depending on n and k.
Firstly, from (57), we have

zn,k sin zn,k =
z2
n,k + n2π2

z2
n,k + αn

cos zn,k.

Consider the following cases
i) zn,k >

√
αn. In this case

z2
n,k + n2π2

z2
n,k − αn

>
zn,k(zn,k −

√
αn)

z2
n,k − αn

=
1

1 +
√

αn

zn,k

>
C

n2
.

If | cos zn,k| ≥ 1√
2

then

zn,k sin zn,k =
z2
n,k + n2π2

z2
n,k + αn

cos zn,k >
C

n2
.

If | cos zn,k| < 1√
2

then | sin zn,k| ≥ 1√
2

and

|zn,k sin zn,k| ≥
zn,k√

2
>

√
αn√
2
.

ii) zn,k <
√
αn. Now we have

| tan zn,k| > inf z<
√

αn

z2
n,k + n2π2

z3
n,k + zn,kαn

>
1
n6

It follows that
|zn,k sin zn,k| ≥

C

n4
.
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Finally, we obtain that (69) holds.
From (65), (68) and (61) it follows that

||(Φ0,Φ1,W 0,W 1)||2Y ≤
C

n4

∫ T1

0

|Wtt(t, 0)|2.

2

We still have to prove Proposition 6. This will be dealt with in the following subsection.

4.2 Proof of Proposition 6.

This proposition deals with the lowest eigenmodes of the problem. In this part of the spectrum, the
Ingham techniques do not work, because the gap between frequencies goes to zero. The technique of
biorthogonal sequence, that we will use, is more general. Examples of its application can be found in
[3] for instance.

The idea is to find a sequence of functions hn,k with compact support such that ĥn,k(νn,k0) = δk
k0

, and
whose L2 norm is not too large. Indeed, will prove the following lemma :

Lemma 3 For any odd integer q and any positive real number ε, there exists a time T2(q, ε) smaller than
Cqε

q+1
1−q such that for any (n, k0) in N∗ × (Z∗ ∪ {∗, ∗∗}) there exists an L2 function hk0,n

ε,q that satisfies

(i) hk0,n
ε,q is supported by [−T2(q, ε), T2(q, ε)].

(ii) For (k0, n) ∈ I, ||hk0,n
ε,q ||2L2 ≤ C e2ε|n|.

(iii) if k 6= ±k0,

∫
hk0,n

ε,q (t)eitνn,k dt = 0.

(iv) if n ≥ n1(ε, q) and (k0, n) ∈ I,∣∣∣∣∫ hk0,n
ε,q (t)etνn,±k0 dt

∣∣∣∣ ≥ c
nNq

.

The constants depend only on q and ε. Moreover the functions h can be chosen as even or odd. We will
denote them he

k0,n
ε,q or ho

k0,n
ε,q .

Let us show at first how to prove Proposition 6 out of this lemma.
Let n be an integer greater than n1(ε), and (Φ0,Φ1,W 0,W 1) an initial condition in Yn. Let us denote
(Ψ, V ) the solution of (5) with these data.
We will denote K the operator that maps (Φ0,Φ1,W 0,W 1) in Yn to Wtt(y = 0, .). If we denote
an,k =

〈
(Φ0,Φ1,W 0,W 1), ξn,k

Ξn,k

〉
, we notice that

W (y, t) =
∑

k∈Z∗∪{∗,∗∗}

an,k

ξ3n,k

Ξn,k
cosπny eiνn,kt

Thus

K(Φ0,Φ1,W 0,W 1)(t) = −
∑

k∈Z∗∪{∗,∗∗}

an,k

ξ3n,k

Ξn,k
ν2

n,ke
iνn,kt.

Now for (k0, n) in I and L in N∗, as ĥe is even,∫
he

k0,n
ε,q (t)K

( ∑
|k|=∗
|k|≤L

an,k
ξn,k

Ξn,k

)
(t) dt = −

∑
k=∗

1≤k≤L

(an,k + an,−k)
ξ3n,k

Ξn,k
ν2

n,k

∫
he

k0,n
ε,q (t)eiνn,kt dt.
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So, out of (iii), if L ≥ k0,∫
he

k0,n
ε,q (t)K

( ∑
|k|=∗
|k|≤L

an,k
ξn,k

Ξn,k

)
(t) dt = −(an,k0 + an,−k0)

ξ3n,k0

Ξn,k0

ν2
n,k0

∫
he

k0,n
ε,q (t)eiνn,k0 t dt.

So out of (iv), we get that∣∣∣∣∣∣∣∣
∫
he

k0,n
ε,q (t)K

( ∑
|k|=∗
|k|≤L

an,k
ξn,k

Ξn,k

)
(t) dt

∣∣∣∣∣∣∣∣ ≥ |an,k0 + an,−k0 |

∣∣∣∣∣ ξ3n,k0

Ξn,k0

∣∣∣∣∣ |νn,k0 |
2 c

nNq
,

≥ |an,k0 + an,−k0 | c e−n
2
3 .

out of (63) and because, as we have already seen,

|ξ3n,k0
| = |zn,k0 |

|νn,k0 |
| sin zn,k0 | ≥

Cγ

nN

If we take the limit with L→ +∞,∣∣∣∣∫ he
k0,n
ε,q (t)K(Φ0,Φ1,W 0,W 1)(t) dt

∣∣∣∣ ≥ |an,k0 + an,−k0 | c e−n
2
3 .

We can show the same way that∣∣∣∣∫ ho
k0,n
ε,q (t)K(Φ0,Φ1,W 0,W 1)(t) dt

∣∣∣∣ ≥ |an,k0 − an,−k0 | c e−n
2
3 .

So, by summing conveniently,

|an,k0 | ≤ C en
2
3

[∣∣∣∣∫ he
k0,n
ε,q (t)K(Φ0,Φ1,W 0,W 1)(t) dt

∣∣∣∣+(70)

+
∣∣∣∣∫ ho

k0,n
ε,q (t)K(Φ0,Φ1,W 0,W 1)(t) dt

∣∣∣∣] .
So for any n greater than n1(ε),

||(Φ0,Φ1,W 0,W 1)(1)||2Y =
∑
|k|=∗
|k|≤|n|

|an,k|2.

So out of (70),

||(Φ0,Φ1,W 0,W 1)(1)||2Y ≤ C
∑
|k|=∗
|k|≤|n|

en
2
3

∣∣∣∣∫ he
k,n
ε,q (t) Wtt(0, t) dt

∣∣∣∣2 + same with ho.

Thus, out of (i),

||(Φ0,Φ1,W 0,W 1)(1)||2Y ≤ Cen
2
3
∑
|k|=∗
|k|≤|n|

∫ ∣∣hk,n
ε,q (t)

∣∣2 dt ∫ T2(q,ε)

−T2(q,ε)

|Wtt(0, t)|2 dt.

Thus out of (ii),

||(Φ0,Φ1,W 0,W 1)(1)||2Y ≤ C eCn
2
3 e2ε|n|

∫ T2(q,ε)

−T2(q,ε)

|Wtt(0, t)|2 dt.
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When q goes to the infinity, if q+1
1−q = −1− δ, δ goes to 0. So we have proved Proposition 6. 2

We still have to prove Lemma 3.
First, we will introduce a sequence of functions fk0,n, that will satisfy conditions (i),(iii) and (iv),

but which L2 norms will behave like enπ, that is too large for (ii). We will notice though that these
norms will be mostly concentrated within [−πn, πn], on the Fourier side.

Then we will build a sequence of functions g of which we will know, by stationary phases compu-
tations, that their norms, on the Fourier side, are exponentially small over [−πn, πn], and reasonably
bounded outside.
We will then put h = f ∗ g, and show that h satisfy (i) to (iv), for suitable parameters.

4.3 Proof of Lemma 3

In order to prove this lemma, we will build two sequences of functions, denoted f and g, and put
h = f ∗ g. The functions f will have the right zeroes (on the Fourier side), but too large an L2 norm.
The functions g will be small where f is large, in order to get controlled L2 norms. We will have to
ensure also that they behave properly at the zeroes of f .

Namely, we will prove he following lemmas :

Lemma 4 For any (n, k0) in N∗ × (Z∗ ∪ {∗, ∗∗}) , there is an even L2 function fk0,n that satisfies :

(i) fk0,n is supported by [−3π, 3π].

(ii) For z ∈ [−πn, πn] , |f̂n,k0(z)| ≤ Ce3n
√

π2−( z
n )2 . and for z 6∈ [−πn, πn], |f̂n,k0(z)| ≤ P (n, k), where

P is a polynomial.

(iii) if k 6= ±k0, f̂
n,k0(νn,k) = 0.

(iv) if n ≥ n1(ε, q) and (k0, n) ∈ I = {(k, n) | |k| = ∗ or |k| ≤ n},∣∣∣f̂n,k0(νn,k0)
∣∣∣ ≥ c

nNq
.

Lemma 5 For large enough T , for any real number δ > 1, close to 1, and any odd integer q, we can find
three positive constants C1

q , C
2
q,T , c

3
q,T,δ and two integers rq, n(q, δ) such that for any integer n, there is

a function gn
T,q,δ in L2(R) such that :

(i) gn
T,q,δ is supported by [−T, T ].

(ii) |ĝn
T,q,δ|L∞ ≤ 2T , and for any real number τ such that |τ | ≤ n

δ ,

∣∣ĝn
T,q,δ(τ)

∣∣ ≤ C2
q,T e−Tn C1

q min{( 1
δ−

τ
n )

q
q−1 ,1}.

(iii) For any integer n greater than n(q, δ), if k0 = ∗ or 1 ≤ k0 ≤ n, there is a time Tn,k0 in [T, T + 1]
such that ∣∣∣∣ĝ+n

Tn,k0 ,q

(
|νn,k0 |
π

)∣∣∣∣ ≥ c3q,T,δ√
n
.

The constants depend only on q and ε. Moreover the functions g can be chosen as even or odd. We will
denote them ge

n
T,q,δ or go

n
T,q,δ.

Let us prove Lemma 3 out of those two results.
Let ε be a positive real number. Let us choose δε such that 3π

√
1− ( 1

δε
)2 = ε

2 and T ε such that

sup
β∈[0, 1

δε
]

(
3π
√

1− β2 − C1
q T

ε (
1
δε
− β)

q
q−1

)
≤ ε(71)
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The derivative is −3πβ√
1−β2

+ q
q−1T

εC1
q ( 1

δε
− β)

1
q−1 ; we choose T ε such that it is 0 for βε such that

3π
√

1− β2
ε = ε.

We have δε = 1 + ε2

72π2 + o(ε2), βε = 1− ε2

18π2 + o(ε2) so 1
δε
− βε ∼ ε2

24π2 , hence T ε ∼ cqε
q+1
1−q .

Let us define positive times T ε
n,k0

as follows
For integers k0 such that |k0| ≤ |n| or |k0| = ∗, we take the time T ε

n,k0
given by Lemma 5 with T = T ε;

and for |k0| > |n|, we put T ε
n,k0

= T ε.

T ε
n,k0

∈ [T ε, T ε + 1], so c1qε
q+1
1−q ≤ T ε

n,k0
≤ c2qε

q+1
1−q

Let us denote
ĥe

k0,n

ε,q (τ) = f̂k0,n(τ) · ĝe
n
T ε

n,k0
,q,δε

(
τ

π
)

ĥo

k0,n

ε,q (τ) = f̂k0,n(τ) · ĝo
n
T ε

n,k0
,q,δε

(
τ

π
)

The subscript meaning that h is even or odd. We will not write this subscript when not necessary.
We shall now prove step by step that hk0,n

ε,q satisfies all the properties of Lemma 3.

• Proof of (i)
By Lemma 4 (i), the support of fk0,n is located within [−3π, 3π].
By Lemma 5 (i), gn

T ε
n,k0

,q,δ is supported by [−T ε
n,k0

, T ε
n,k0

].

As hk0,n
ε,q is the convolution product of those two functions, it is supported by [−T2(q, ε), T2(q, ε)] with

T2(q, ε) = 3π + c2qε
q+1
1−q . The estimates on T ε

n,k0
insures that T2(q, ε) ≤ Cqε

q+1
1−q .

• Proof of (ii)
We will use results about the small size of ||g|| that will compensate ||f ||.
By Lemma 5 (ii), |ĝ|L∞ ≤ 2T2(q, ε). Furthermore, outside of [−πn, πn], the L2 norm of f is bounded
by a polynomial in n , so the problems are located within this interval.

We must estimate
∫ n

−n

∣∣∣ĥk0,n
ε,q (τ)

∣∣∣2 dτ .

Now, out of Lemma 4 (ii), we know that if τ
n belongs to [−π, π], we have

|fk0,n(τ)|2 ≤ C e6n
√

π2−| τ
n |2 = C e6πn

√
1−| τ

πn |2

Thus if | τ
πn | ≥

1
δε

, |ĥk0,n
ε,q (τ)|2 ≤ Ceεn.

Moreover, out of Lemma 5 (ii), if | τ
πn | is smaller than 1

δε
, we have

|ĝn
T ε

n,k0
,q,δε

(
τ

π
)|2 ≤ C e−2T ε

n,k0
nC1

q ( 1
δε
−| τ

πn |)
q

q−1

So out of (71), we get |ĥk0,n
ε,q (τ)|2 ≤ C e2εn.

Thus
||ĥk0,n

ε,q ||2L2 ≤ Ce2εn.

• Proof of (iii)

This is a simple consequence of Lemma 4 (iii). Indeed for any integer k different from k0, f̂k0,n(|νn,k|) =
0. So by definition of h, we also have ĥk0,n

ε,q (|νn,k|) = 0, which is exactly the Fourier transcription of (iii).

• Proof of (iv)
For any couple (n, k0) in I, out Lemma 4 (iv) and Lemma 5 (iii), we get∣∣∣ĥk0,n

ε,q (±|νn,k0 |)
∣∣∣ ≥ C

nN

cq,Tε,δε√
n

≥ Cq,ε

nN ′ ,

which is once again the Fourier transcription of the needed result. 2

Now we have to prove Lemmas 4 and 5.
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4.3.1 Proof of Lemma 4 : construction of f

Put
Fn(z) =

[
(z3 + z(n2π2 − n4π4)) tan z − z2 − n2π2

]
cos z

Gn(z) =
√
z2 − n2π2

and
fn(z) = Fn(Gn(z))

The following properties hold for these functions
(f-i) fn

0 ∈ O(C).
(f-iii) for any k in Z∗ ∪ {∗, ∗∗} , fn

0 (νn,k) = (z3
n,k tan zn,k − z2

n,k − n2π2) cos zn,k = 0 out of (57).
Let us evaluate fn′(νn,k).

fn′(νn,k) = Gn′(νn,k)Fn′(Gn(νn,k)︸ ︷︷ ︸
zn,k

)

Now |Gn′(νn,k)| = |νn,k

zn,k
| ≥ 1. So to bound |fn′(νn,k)| from bellow, we only have to bound |Fn′(zn,k)|

from bellow. To simplify the notation , put αn = n4π4 − n2π2.

Fn′(zn,k) = cos zn,k

−2zn,k + (z3
n,k − αnzn,k)(1 + tan2 zn,k) + (3z2

n,k − αn) tan zn,k︸ ︷︷ ︸
h(zn,k)


(See pictures 1 and 2.)
We recall that the first value of k for which zn,k is larger than

√
αn is denoted by k0. If k 6= k0 and

k 6= k0 − 1, |zn,k −
√
αn| ≥ π

2 .As we also have zn,k ≥ π
2 and zn,k is a root of tan zn,k = z2+n2π2

z3−αnz , we get
| cos zn,k| ≥ 1

P (n,k) where P is a polynomial.

Let us consider h. For any positive ε and z = zn,k ≥
√
αn + ε,

h(z) = −2z + (z3 − αnz)(1 + tan2 z) + (3z2 − αn) tan z
≥ −2z + (z −

√
αn)(z +

√
αn)z

≥ (2εαn − 2)z > 1 for large n

For
√

αn

3 ≤ z = zn,k <
√
αn, h(z) ≤ −2z so |h(z)| ≥ 1.

And for z = zn,k ≤
√

αn

3 ,

h(z) ≤ −2z − (|z3 − αnz||1 + tan2 z| − |3z2 − αn|| tan z|)

now |1 + tan2 z| > | tan z| and as π
2 ≤ z ≤

√
αn

3 , |z3 − αnz| ≥ |3z2 − αn|.
So |h(zn,k)| ≥ |2zn,k| ≥ 1.

Hence we know that if k 6= k0 and k 6= k0 − 1,

|Fn′(zn,k)| ≥ 1
P (n, k)

Now if k = k0 or k = k0 − 1, zn,k ∈ [
√
αn − π

2 ,
√
αn + π

2 ] so for large n, zn,k ∼
√
αn. Now

zn,k −
√
αn =

z2
n,k + n2π2

z(z +
√
αn)︸ ︷︷ ︸

∼ 1
2

cos zn,k

sin zn,k

So for a small fixed η, either | cos zn,k| ≥ η, then

|zn,k −
√
αn| ≥ ε(η)
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and in that case we know that |h(zn,k)| ≥ 1, hence |Fn′(zn,k)| ≥ η

Either | cos zn,k| < η, now

Fn′(zn,k) = −2zn,k cos zn,k︸ ︷︷ ︸
|.|≤2(η+ε)

√
αn

+(3z2
n,k − αn) sin zn,k︸ ︷︷ ︸
|.|≥2αn

√
1−η2

+
zn,k −

√
αn

cos zn,k
zn,k(zn,k +

√
αn)︸ ︷︷ ︸

|.|≤( 1
2+ε) 2√

1−η2
αn

Now for small η, 2
√

1− η2 > 2√
1−η2

( 1
2 + ε), so

|Fn′(zn,k)| ≥ cαn ≥ 1

So we have proved that for any n, k,

|fn′(νn,k)| ≥ 1
P (n, k)

Let us put for any k in ZZ∗ ∪ {∗, ∗∗},

f̂k,n(z) = fn
0 (z)

1
z2 − |νn,k|2

( sin
√
z2 − π2n2

√
z2 − π2n2

)2

(The last term ensures that f remains in L2).

Let us show that these functions satisfy the properties of Lemma 4: By construction, they are even.

As f0 has got zeroes at ±|νn,k|, f̂k,n ∈ O(C). Moreover f̂k,n ∈ L2(R) and for any complex number z,

|f̂0
k,n

(z)| ≤ C e3|=m z|.
So by the Paley Wienner theorem, we have property (i)

Property (ii) is straightforward, due to the explicit value of f̂n,k.

As by (f-iii), νn,k is a zero of fn
0 for any k, it is by definition a zero of f̂n,k0 if k 6= k0, so (iii) holds.

Furthermore, fk,n
0 (±|νn,k|) = fn

0
′(±|νn,k|)

(
sin zn,k

zn,k

)2
1

∓2|νn,k| ,

thus |fk,n
0 (±|νn,k|)| ≥ C

(1+n2)|k|3 | sin zn,k|2 ≥ C
(1+n2+k2)N2 .

So (iv) holds.

4.3.2 Proof of Lemma 5 : construction of functions g

Let q be an odd integer and let us denote hq(x) the solution of y′ = 1+yq−1 that satisfies y(0) = 0. This
function is defined over (−xq, xq) for a positive xq. It is odd, strictly increasing and analytic. Moreover,
we have hq(x) = x+ αqx

q + o(xq) when x is near 0, with a positive αq and when x goes to xq, hq goes
to the infinity.
We shall denote Hq the reciprocal function to hq. It is defined over R, odd, strictly increasing, bounded
by xq. We have Hq(x) = x− αqx

q + o(xq) if x is close to 0.
Let δ be a real number, greater than 1, and close to 1, that will be fixed later.
Let us define functions g as follows

g+
n
T,q(t) = 1(−T,T )e

in T
δxq

hq(
xq
T t)

.(72)

ĝ+
n
T,q(τ) =

∫ T

−T

e
in T

δxq
hq(

xq
T t)−iτt

dt.(73)

Let us write Ψq(s) = T
xq
Hq(

δxq

T s),

ĝ+
n
T,q(τ) =

∫ +∞

−∞
eins−iτΨq(s) Ψ′

q(s) ds
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If we denote θq(s) = 1
xq
Hq(δxqs), we have

ĝ+
n
T,q(τ) =

∫ +∞

−∞
θ′q

( s
T

)
e
inT

(
s
T −

τ
n θq( s

T )

)
ds = T

∫ +∞

−∞
θ′q(v)e

inT

(
v− τ

n θq(v)

)
dv.

Let us put α = nT and β = τ
n . We will estimate

ψ(α, β) =
∫
θ′δ(v)e

iα
[
v−βθδ(v)

]
dv

for α going to the infinity.
There will be two kinds of estimates depending upon the value of β as compared to 1

δ .

*If β < 1
δ

In this zone, the phases is non-stationary. So we will get and exponential decrease.
Let us shift slightly in the imaginary direction. For any real number v, any β smaller than 1

δ and any
little ε, we get

=m
(
v + iε− βθq(v + iε)

)
= ε− β =m θq(v + iε)

= ε− β =m
(
θq(v + iε)− θq(v)

)
= ε− β =m

∫ v+iε

v

θ′q(z) dz

= ε− β =m
∫ v+iε

v

δdz

1 + δq−1xq−1
q zq−1

= ε− βεδ <e
∫ 1

0

du

1 + δq−1xq−1
q (v + iεu)q−1

≥ ε if β ≤ 0

If β is positive,

=m
(
v + iε− βθq(v + iε)

)
≥ ε− βεδ

∣∣∣∣∫ 1

0

du

1 + δq−1xq−1
q (v + iεu)q−1

∣∣∣∣
Now for any real v, ∣∣∣∣∫ 1

0

du

1 + δq−1xq−1
q (v + iεu)q−1

∣∣∣∣︸ ︷︷ ︸
I

≤ 1
1− cqεq−1

because either v � ε and then I ≤ c
1+vq−1 ≤ 1,

or v ≤Mqε and then |v + iεu|q−1 ≤ Cqε
q−1 ⇒

⇒ |1 + δq−1xq−1
q (v + iεu)q−1| ≥ 1− cqε

q−1 ⇒ I ≤ 1
1−cqεq−1 .

Thus

=m
(
v + iε− βθq(v + iε)

)
≥ ε− βδε

1− cqεq−1

≥ ε(1− δβ)− c′qβε
q

≥ ε(
1
δ
− β)− c′qβε

q

Now
max

ε
ε(

1
δ
− β)− cqβε

q = c′q(
1
δ
− β)

q
q−1 β

1
1−q ≥ c′′q (

1
δ
− β)

q
q−1

We can choose a real number ε and a very small cq such that for any real number v, =m
(
v + iε− βθq(v + iε)

)
≥ cq( 1

δ − β)
q

q−1 if β ∈ (0, 1
δ ]

=m
(
v + iε− βθq(v + iε)

)
≥ cq if β ≤ 0
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Now we can shift the integration line over v from R to R + iε

ψ(α, β) =
∫
θ′q(v + iε)eiα

[
v+iε−βθq(v+iε)

]
dv.

To end with, as θ′q(v + iε) = δ
1+(δxq(v+iε))q−1 , we get

|θ′q(v + iε)| ≤ Cq

1+vq−1 , hence for any real number α and any β ≤ 1
δ ,

|ψ(α, β)| ≤
∫

Cq

1 + vq−1
e−α cq min{( 1

δ−β)
q

q−1 ,1} dv ≤ Cq e
−α cq min{( 1

δ−β)
q

q−1 ,1}

So if τ
n ≤

1
δ , ∣∣∣ĝ+n

T,q(τ)
∣∣∣ ≤ Cq T e−nTcq min{( 1

δ−
τ
n )

q
q−1 ,1}(74)

*If β ≥ 1 (> 1
δ ).

Through the stationary phase formula (see [8] p.431), we get

ψ(α, β) = C
(
|Hβ,δ| cosαp0(β, δ)

)θ′q(v0(β, δ))√
α

+
N∑

j=1

aj(β, δ)
αj
√
α

+ rβ,δ(α)

where rβ,δ(α) ≤ Cβ

αN+1 and α ≥ Aβ,δ; Hβ,δ denoting the square root of the Hessian at the critical points.
Moreover, in this formula, C and A are continuous with respect to β and δ, and aj(β, δ) depends on the
first 2j + 1 derivatives of v 7→ θq(v) at v = v0(β, δ).
Let us compute p0(β, δ).

∂

∂v

(
v − βθq(v)

)
= 0 ⇔ 1− βδ

1 + δq−1xq−1
q vq−1

= 0

⇒ 1 + δq−1xq−1
q vq−1

0 (β, δ) = βδ

⇒ v0(β, δ) =
1
δxq

(δβ − 1)
1

q−1

If β takes the values |νn,k|
nπ for any couple (n, k) such that |k| ≤ n, we have 1 ≤ β ≤ π

√
2 .

Moreover, if β = |νn,∗|
nπ , by (62), β ≥ 1− C√

n
≥ 1

2 (1 + 1
δ ) as soon as n ≥ n0(δ).

So for any n greater than n0(δ), if (n, k) belongs to I and β = |νn,k|
nπ ,

C ≥ v0(β, δ), |p0(β, δ)|, |Hβ,δ| ≥ cδ, thus 1 ≥ θ′q(v0(β, δ)) ≥ cq. Moreover aj(β, δ) ≤ Cj,δ.
Let T be a positive real time. As |p0(β, δ)| ≥ cδ, for any n greater than n0(δ), and k0 such that (n, k0)
belongs to I, one can pick a time Tn,k0 in [T, T + 1] such that cos

(
nTn,k0p0(

|νn,k0 |
nπ , δ)

)
≥ c′δ.

Thus for T > Tu , n ≥ n(q, δ) , α = Tn , (k0, n) ∈ I and β = |νn,k0 |
nπ ,∣∣∣∣∣∣θ

′
q(v0(β, δ))√

α
+

N∑
j=1

aj(β, δ)
αj
√
α

∣∣∣∣∣∣ ≥ |θ′q(v0(β, δ))|
2
√
α

|rβ,δ(α)| ≤ c′δ
|Hβ,δ| θ′q(v0(β, δ))

4
√
α

And in the same conditions, there is a time Tn,k0 in [T, T + 1] such that∣∣∣∣ψ(nTn,k0 ,
|νn,k0 |
nπ

)∣∣∣∣ ≥ c′δ|H| θ′q(v0(
νn,k0
nπ , δ))

4
√
n
√
Tn,k0

≥ c√
n

We have proved that for any time T greater than Tu, for any n larger than n(q, δ) and k0 such that
|k0| = ∗ or |k0| ≤ n, there is a time Tn,k0 in [T, T + 1] such that∣∣∣∣ĝ+n

Tn,k0 ,q(
|νn,k0 |
π

)
∣∣∣∣ ≥ CT,q,δ√

n
.(75)
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By changing t into −t, we can prove two estimates similar to (74) and (75) for the functions

g−
n
T,q,δ(t) = 1(−T,T )e

in T
δxq

hq(
xq
T t)

.

As g−n
T,q,δ = g+n

T,q,δ, we have : Tn,k0,+ = Tn,k0,−.
So if we put

ge
n
T,q,δ(t) = 1(−T,T ) cos

(
n
T

δxq
hq(

xq

T
t)
)
,

we have
ge

n
T,q,δ(t) = <e g+n

T,q,δ(t) =
1
2
(g+n

T,q,δ(t) + g−
n
T,q,δ(t)).

Let us show that this even function satisfies the properties of Lemma 5.

(i) By definition, it is supported by [−T, T ].

(ii) is an easy consequence of the definition and (73) for the L∞ estimate, and (74) for the other one.

(iii) If n ≥ n(q, δ) and (|k0| ≤ n or |k0| = ∗), C2
q,T e

−nTC1
q ≤ c3

q,T,δ

2
√

n
, so , if n is large enough, by (74)

and (75), ∣∣∣ĝ±n
Tn,k0 ,q,δ(τ)

∣∣∣ ≤ ∣∣∣ĝ∓n
Tn,k0 ,q,δ(τ)

∣∣∣ for τ = ∓|νn,k0 |
π

.

As we can increase the constants to cope with the finite number of (n, k) in I for which n is not large
enough, we get for (n, k0) in I and τ = ± |νn,k0 |

π ,∣∣∣ĝe
n
Tn,k0 ,q,δ(τ)

∣∣∣ ≥ cq, T, δ√
n

.

Of course, similar results hold for the odd function

go
n
T,q,δ(t) = 1(−T,T ) sin

(
n
T

δxq
hq(

xq

T
t)
)
.

This ends the proof of Lemma 5. 2
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